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1. INTRODUCTION

The ability of monetary policy to influence output in the short run is broadly 
accepted in economic theory and well documented by a number of time series 
analyses. However, the determinants of the size of these effects are not well un-
derstood. A better understanding of these determinants is crucial not only for 
understanding how monetary policy works, but also for the efficient conduct of 
monetary policy. 

In recent years, foreign factors have, due to globalisation, become increas-
ingly important in affecting domestic monetary conditions. Policy-makers should 
therefore pay special attention to the impact of economic openness, both trade and 
financial, on domestic monetary policy and, by extension, on output. However, 
this relationship is not straightforward. Many authors discuss these issues and de-
velop theories explaining the precise mechanisms linking the internationalisation 
of national economies and responsiveness of output to a monetary policy shock 
(see, for example Rogoff 2003, 2007; BIS 2006; Bernanke 2007; Mishkin 2009; 
Woodford 2010; Kamin 2010; Cwik et al. 2011).

In order to provide more empirical insights into this issue, this study explores 
the cross-country variations in the short-run effects of a monetary policy shock 
on output, focusing on the impact of trade openness, financial openness, the ex-
change rate regime, and interdependence between national economies on output 
responses to a monetary policy shock. 

Our research strategy consists of two steps. First, we employ a structural vector 
autoregression (SVAR) model to estimate the effects of a monetary policy shock 
for each of the 48 countries in the sample separately. Next, we treat the estimates 
obtained in the first step as the dependent variable in a cross-section regression 
analysis, which investigates possible sources of cross-country variations in the 
responses of output to a monetary policy shock.

Earlier studies concentrated mainly on the impact of the financial structure 
on output responses to a monetary policy shock (Carlino – DeFina 1998, 1999; 
Cecchetti 1999; Elbourne – Haan 2006; Owyang – Wall 2009; Aysun et al. 2013), 
and on the impact of the share of the manufacturing sector on output responses to 
a monetary policy shock (Carlino – DeFina 1998, 1999; Mihov 2001; Owyang – 
Wall 2009), thus exploring the importance of the interest rate and credit channel of 
monetary policy. Hence, the impact of economic openness on the responsiveness 
of output to a domestic monetary policy remains empirically under-investigated.

The paper is organised as follows. Section 2 provides the theoretical back-
ground. Section 3 presents the data and methodology used in both steps of the 
analysis. Section 4 presents and discusses the most important results. Section 5 
provides robustness checks and additional tests. Section 6 concludes.  
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2. ECONOMIC OPENNESS AND MONETARY TRANSMISSION

In an open economy, the exchange rate is one of the relative prices in the mon-
etary transmission process (Meltzer 1995; Mishkin 1995). A change in the short-
term interest rate induced by monetary policy measures influences aggregate de-
mand through its effect on the exchange rate and international trade. This effect 
is expected to be larger the more open the economy to international trade is and 
the more flexible its exchange rate is. Recently, Cwik et al. (2011) conducted a 
formal analysis of the effects of trade openness on monetary policy transmission 
using a medium-scale, two-country Keynesian dynamic stochastic general equi-
librium (DSGE) model. Their counterfactual simulations show that trade open-
ness affects monetary transmission significantly and that the effects of a mon-
etary policy shock on output tend to increase with openness.

Economists have also long recognised that financial openness could affect the 
responses of output to a monetary policy shock. Mundell (1962) and Fleming 
(1962) showed that a monetary policy shock can have a different effect on output 
depending on the choice of exchange rate regime and the size of international 
capital mobility. According to the Mundell-Fleming model, financial openness 
increases the effects of a monetary policy shock in the case of a flexible exchange 
rate and decreases them in the case of a fixed exchange rate. The growing inter-
nationalisation of financial markets has recently spurred an active debate on the 
potential effects of international capital mobility on monetary policy transmis-
sion (BIS 2006; Yellen 2006; Bernanke 2007; Gudmundsson 2008; Kamin 2010). 
This debate highlighted two main reasons as to why international capital mobility 
can undermine the ability of central banks to affect output. First, international 
capital mobility can make the short-term nominal interest rate dependent on the 
supply of global liquidity rather than just on the supply of liquidity by the central 
bank, and in that way reduce the ability of central banks to influence the short-
term nominal interest rate. Second, international capital mobility can make the 
long-term real interest rates dependent on the balance between global savings 
and investment rather than on this balance at the national level, and in that way 
reduce the ability of central banks to influence the long-term real interest rate. 
A more formal analysis within a standard new Keynesian open economy DSGE 
model in Woodford (2010) shows that financial openness does not reduce the ef-
fects of monetary policy. Most recently, Meier (2013) has extended Woodford’s 
(2010) model showing that in the model with richer financial structure, financial 
openness can even increase the effects of monetary policy. In particular, Meier 
(2013) demonstrated that under realistic parameterisations, monetary policy is 
more, rather than less, effective as the positive impact of a strengthened exchange 
rate and wealth channels more than offsets the negative impact of weakened in-
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terest rate channels. On the other hand, Cetorelli – Goldberg (2012) have recently 
showed that multinational banks can respond to a domestic liquidity shock by 
activating a cross-border internal capital market between the head and its foreign 
offices. Because of this, the lending of these banks is likely to be less affected by 
domestic liquidity shocks and monetary policy effects, though the bank lending 
channel can be weakened. Overall, the expected impact of international capital 
mobility on the strength of monetary policy transmission is theoretically ambigu-
ous. The above issues are explored in this paper empirically.

3. DATA AND RESEARCH METHODOLOGY

3.1. Step 1: SVAR model – impulse response analysis

In the first step of our empirical analysis, we estimate the response of output to 
a monetary policy shock for each country in our sample. We use a SVAR model, 
which is the common model used in the literature for identifying the effects of 
monetary policy.

Our starting point is the model used by Kim – Roubini (2000) and Elbourne – 
Haan (2006). Following them, the variables we include in our model are GDP (Y), 
consumer price index (CPI), money (M), domestic interest rate (IR), exchange 
rate (ER), world price of oil (OIL), and the United States federal funds rate (FFR). 
The first four are well-known variables in the monetary business cycle literature 
and therefore we do not elaborate on them specifically. The next variable, the ex-
change rate, is included in the model since it plays an important role in affecting 
the whole economy in a world of liberalised goods and capital markets. The world 
price of oil serves as a proxy for aggregate supply shocks, while the United States 
(US) federal funds rate approximates the foreign interest rate and, similarly to the 
world price of oil, captures exogenous monetary policy changes. 

The indicators included in our model are as follows. For the GDP variable, we 
use the index of GDP volume where possible; otherwise, the index of industrial 
production was used. As for CPI, we use the consumer price index where avail-
able and the GDP deflator otherwise. M1 monetary aggregate is used for money 
where possible; otherwise, we use a broader aggregate (M2 or M3). As for IR, we 
use the money market rate as our first choice and the deposit rate as the second 
one in cases where the money market rate was unavailable. The nominal effec-
tive exchange rate index (based in 2005) is used for ER; if unavailable, we use 
the official US dollar exchange rate. Finally, for OIL we use petroleum prices in 
US dollars per barrel (PETROLEUM: UK BRENT). The FFR variable is the US 
federal funds rate. All the variables, apart from the interest rate, are transformed 
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into logarithms. Following Kim – Roubini (2000), Mihov (2001), and Elbourne – 
Haan (2006), we use the data in levels.1

Quarterly data on all the variables are obtained from the IFS database (Interna-
tional Monetary Fund, International Financial Statistics database), which contains 
the data for 190 countries from 1940. However, due to data limitations, our analysis 
is restricted to those countries for which the data is available for all the variables 
specified in our preferred model for at least 50 consecutive quarterly observations. 
Overall, we managed to construct a database of 48 lower-middle, upper-middle, 
and high-income countries. As a measure of trade openness, we use the sum of 
imports and exports to GDP from the Penn World Table 7.0 (PWT) database.

The p-th order SVAR model that we use is as follows:

 1 1 2 2t t t p t p tAy y y y BΓ Γ Γ ε       (1)

where yt is a (m*1) vector of m endogenous variables, A represents a (m*m) ma-
trix of instantaneous relations between the left-hand-side variables, Γjs are struc-
tural form parameter (m*m) matrices, εt is a (m*1) structural form error that is 
a zero mean white noise process, and B is a (m*m) matrix of contemporaneous 
relationships among the structural disturbances εt. A reduced form of our p-th 
order SVAR model, then, is:

 1 1 2 2t t t p t p ty A y A y A y e       (2)

where yt is a (m*1) vector of m endogenous variables, A represents a (m*m) ma-
trix of reduced-form parameters, and et is the reduced-form disturbance term. 
Since the error terms in the reduced SVAR (et) are a complicated mixture of the 
underlying structural shocks, they are not easy to interpret directly unless a di-
rect link can be made with the structural shocks. The system should therefore be 
restricted so as to recover structural disturbances, εt, from observed values of et, 
as Aet = Bεt. In order to identify the structural model, it is therefore necessary to 
impose at least m2 – m(m + 1)/2 restrictions on the structural model, m being the 
number of endogenous variables. Following Elbourne – Haan (2006), the identi-
fication scheme we use in SVAR is given as: 
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1 All indices are constructed on 2005=100 basis.
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where eY is an output shock, eCPI is a price level shock, eM is a money demand 
shock, eIR is a domestic interest rate shock, eER is an exchange rate shock, eOIL is an 
oil price shock, and eFFR is the foreign interest rate (federal funds rate) shock. 

This identification scheme has the following justification. Given that oil is 
a crucial input for most economic sectors, the price of oil is assumed to affect 
prices and the real sector contemporaneously. Additionally, prices are affected 
by the current value of output. A usual money demand function is assumed; the 
demand for real money balances depends on real income (nominal income and 
prices) and the nominal interest rate. The interest rate is assumed to be set after 
the monetary authority observes the current value of money, the exchange rate, 
the world price of oil, and the federal funds rate, but not the current values of 
output and the price level. These two variables are assumed not to be available 
to monetary authorities within the current time period.2 As for the exchange rate, 
since it is a forward-looking asset price, we assume that all the variables have a 
contemporaneous effect on the exchange rate. Finally, the world price of oil is 
assumed to be contemporaneously exogenous to all the variables in the domestic 
economy, while the federal funds rate is assumed to be contemporaneously exog-
enous to all variables apart from the oil price.

In choosing the order of SVAR, we are led by the autocorrelation Lagrange 
multiplier (LM) test, and we use a minimum of 4 lags for each country. In cases 
where the LM statistics suggests that the null of no correlation can be rejected at 4 
lags, we increase the number of lags until the problem is solved. In the interest of 
parsimony, our starting point is to use the same model for each country. However, 
as noted by Dornbusch et al. (1998), VARs that use the same explanatory vari-
ables can be misleading because countries have different economic structures and 
possibly different reaction functions. According to economic theory, we expect 
the reaction of output to a contractionary monetary policy shock to be negative. 
Therefore, where the results appear to be implausible, the model is somewhat 
modified. These modifications include increasing the number of lags, adding a 
trend, using the German interest rate instead of the US federal funds rate for Eu-
ropean countries, and/or adding dummy variables that take account of a change in 
the exchange rate regime. Using the above specified model, we estimate the im-

2  We follow Clarida – Gertler (1997), Kim – Roubini (2000), Elbourne – Haan (2006), and Sims 
– Zha (2006) in assuming that it is information delays that do not allow monetary policy to 
respond within the current period (one quarter in our data) to price level and output develop-
ments. While it could be argued that central banks use CPI and output projections for conduct-
ing their monetary policy, literature on the topic typically assumes that the information on CPI 
and output is not available within the current period, and hence their contemporaneous effect 
on interest rate is non-existent in the SVAR identification scheme. 
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pulse response functions. Table 1 reports the average responses for the countries 
included in our sample as well as the time periods available for estimation.3

The plots of the estimated impulse responses, a precise description of the mod-
el estimated for each country, and the data definitions and sources are provided in 
an appendix, which is available upon request.

Based on the estimated impulse responses, we construct a measure of the 
short-run monetary policy effect on output. Consistent with the previous stud-
ies of cross-sectional differences in monetary policy effects (Carlino – DeFina 
1998, 1999; Mihov 2001; Elbourne – Haan 2006), this measure is constructed as 
an average response to a monetary policy shock (one percentage point increase 
in the interest rate) over the first 8 quarters. We use the average rather than the 
maximum (negative) response to a monetary policy shock, which is used in some 
studies (Cecchetti 1999; Elbourne – Haan 2006; Aysun et al. 2013), to reduce the 
possible effects of extreme point estimates on the results of our subsequent analy-
sis of cross-section variations in monetary policy effects. Note, however, that the 
maximum (negative) responses to a monetary policy shock will be also used as a 
robustness check.4 The time span of 8 quarters is employed in the present study 
because theoretical models usually imply monetary policy transmission lags of 
similar length (Taylor – Wieland 2012). Eight quarters are also a proximate period 
that policy-makers commonly assume is necessary for monetary policy changes 
to have their full impact on the economy (Bank of England, 1999; European Cen-
tral Bank, 2010). The average responses to a monetary policy shock over longer 
time spans are subsequently used as robustness checks. 

3  Table 1 reveals that the average response to a monetary policy shock for 6 countries is posi-
tive. In 4 out of these 6 countries (Austria, Norway, Slovenia, and Jordan), the initial response 
of output to a monetary policy shock is negative and then turns to mainly positive values. In 
2 countries (India and Peru), initial response of output to a monetary policy shock is positive 
and then swings around zero from negative to positive values. Such results are similar to the 
results of recent studies of the monetary policy transmission in India and Peru (see Acosta-Or-
maechea – Coble 2011; Bhattacharya et al. 2011), which suggest that the apparent lack of the 
standard effect of a monetary policy shock on output in these two countries can be explained 
by large dollarisation, the small size of the financial sector and the large size of the informal 
sector, which does not use the official financial sector for financing.

4  Note, also, that our measure of the short-run monetary policy effect on output (expressed as 
an average) is equivalent to a cumulative response to a monetary policy shock, which is also 
used in some studies since it is obtained as a cumulative response divided by eight.
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3.2. Step 2: Cross-country analysis

Estimates of the average response of output to a monetary policy shock over the 
first 8 quarters are used as the dependent variable in the following model:

 j jk k jY Int X uα    (4)                                             

where Yj represents the estimated effect of a monetary policy shock on output, 
Int stands for the intercept term, and Xjk stands for k explanatory variables; αk are 
coefficients to be estimated, uj is the regression residual, j = 1, …, n indexes the 
countries, and k = 1, …, m indexes the explanatory variables.

As the estimated impulse responses in the previous section represent the aver-
age effects of a monetary policy shock during the sample period under considera-
tion for each country, all of the explanatory variables are constructed as averages 
over these periods. 

To empirically explore the relationship between foreign factors and the effects 
of a monetary policy shock on output, our set of explanatory variables includes 
indicators for trade openness, financial openness, and the exchange rate regime.

A proxy for financial openness is constructed as a sum of total foreign assets 
and liabilities to GDP, using Lane – Milesi-Ferretti’s (2007) estimates of foreign 
assets and liabilities.5 The exchange rate regime is another variable that can be 
important in determining the effects of a domestic monetary policy shock on 
output. Admittedly, the identification of the exchange rate regime is not an easy 
task. The problem is the existence of mismatches between the officially reported 
exchange rate regimes to the IMF, and the actually prevailing exchange rate re-
gimes. In order to circumvent this problem, we use Ilzetzki et al.’s (2008) clas-
sification, which distinguishes between 14 unified exchange rate systems. They 
assign one number on the 1 to 14 scale to each category of unified exchange rate 
systems, where the least flexible exchange rate arrangements are assigned the 
lowest values. We merge the last two categories – free floating (number 13) and 
free falling (number 14) – into a single category to which we assign number 13.6 
Our proxy for the exchange rate regime is then constructed as an average value 
of the exchange rate categories over the considered sample periods. 

5  Lane – Milesi-Ferretti’s (2007) data unfortunately do not cover the period after 2004, hence, the 
proxy for financial openness is constructed using observations only for periods before 2005.

6  There is no clear reason to assume that the free falling exchange rate is a more flexible ex-
change rate regime than the free floating. The free floating and free falling categories are 
merged into one to obtain an exchange rate classification in which the most flexible exchange 
rate arrangements are assigned the highest value. 
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In addition to these variables, we also consider whether output responsiveness 
to a monetary policy shock is systematically related to the size and development 
of the banking sector. The traditional interest rate channel of monetary policy 
suggests that a change in the short-term interest rate induced by monetary policy 
measures leads to a change in various long-term interest rates. A change in long-
term interest rates affects economic agents’ spending decisions depending on the 
extent of credit usages in the economy. Therefore, the short-run monetary policy 
effect on output can be determined by the size and development of the banking 
sector. To consider the possible relationship between variations in the size and 
development of countries’ banking sector and cross-country variations in output 
responses to a monetary policy shock, we use the following variables: the ratio 
of deposit money bank assets to GDP, private credit by deposit money banks to 
GDP, bank deposits to GDP, liquid liabilities to GDP, and the ratio of bank credit 
to bank deposits. The mentioned variables are constructed using Beck et al.’s 
(2010) database. These variables are traditionally employed in the literature as in-
dicators of the size and importance of financial intermediation in the economy.

The interest rate channel also implies that monetary policy effects can be related 
to the differences in the share of interest-sensitive sectors in the economy. These 
differences can arise because of varying interest sensitivities in the demand for 
different kinds of products. Housing, cars, and other durable manufacturing goods 
have historically been more responsive to interest rate changes than other goods. 
In a similar way, differences in an industry’s response may depend on whether its 
output constitutes a necessity or a luxury (Carlino – DeFina 1999). The findings 
of Carlino – DeFina (1998, 1999), Mihov (2001), and Owyang – Wall (2009) 
show that the effect of a monetary policy shock on output is on average larger in 
regions/countries with a larger share of manufacturing and smaller in regions with 
a larger share of extractive industries. Due to data limitations, we are not able to 
include variables for the share of particular sectors of industry in our model. Not-
withstanding this limitation, to control for the effect of the economic structure on 
output responses to a monetary policy shock, we include the share of industry in 
GDP among the set of explanatory variables.7 With respect to missing data, two 
general principles are adopted in the construction of the dataset. In those countries 
where less than 20 percent of observations are missing for a certain variable, the 
average values of that variable are still calculated. In cases where more than 20 
percent of observations are missing, the country is excluded from the analysis. 

7  This variable is calculated from World Development Indicators (WDI) data on the shares 
of industry value added in a country’s GDP. The industry value added corresponds to ISIC 
divisions 10–45 and includes value added of mining, manufacturing, construction, electricity, 
water, and gas. Thus, the share of industry used in our analysis comprises both the interest-
sensitive sectors and interest-insensitive sectors.
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4. RESULTS

Table 2 reports the results of our cross-country analysis. Because variance infla-
tion analysis displays evidence of substantial multicollinearity when all financial 
variables are simultaneously included into the regression, we report the models 
that include only two financial variables at a time (one of which is always bank 
credit to deposit ratio, which does not lead to multicollinearity problems). The 
results of the standard diagnostic tests and investigative procedures (available 
on request) reveal that the reported models are well specified with respect to 
multicollinearity, normality, heteroscedasticity, and functional form. According 
to the standard criteria, the variance inflation analysis suggests that collinear-
ity does not pose a problem, either for individual variables or for the model as a 
whole. Cameron-Trivedi’s test is unable to reject the null hypothesis of no non-
normal skewness or kurtosis. Moreover, further tests (the Cameron-Trivedi and 
the Breusch-Pagan test) suggest that there is no problem with heteroscedasticity 
of residuals. The Ramsey RESET test is unable to reject the null of no omitted 
variables or to correct functional form at conventional levels of significance. Fi-
nally, the quantile regression estimates provide qualitatively similar results, sug-
gesting that the reported results are not driven by outliers. 

As a consequence of our two-step research strategy for the dependent variables, 
we use the estimated rather than the observed values. In such cases, variations in 
the error of the estimations of the dependent variable induce heteroscedasticity in 
the second step of the analysis. Lewis – Linzer’s (2005) Monte Carlo simulations 
demonstrated that in these circumstances, the bootstrapping procedure produces 
conservative but efficient standard errors. Therefore, in our results, we report the 
bootstrapped standard errors for each model.

Our dependent variable measures output responses to a monetary policy shock 
(one percentage point increase in the interest rate), and these responses are ex-
pected to be negative. A negative coefficient on a certain explanatory variable 
therefore suggests that a particular country characteristic, captured by that varia-
ble, is, on average, related to a larger (negative) effect of monetary policy. A posi-
tive coefficient, on the other hand, suggests that a particular country characteristic 
is, on average, related to a smaller (negative) monetary policy effect. 

Table 2 reports the results for our baseline specifications (models). Each re-
ported regression is significant at the conventional levels of statistical signifi-
cance. The reported regressions explain about 63 percent of cross-country varia-
tion in the average output responses to a monetary policy shock. The number of 
observations used in most specifications is 47 instead of 48 because the data for 
the share of industry in GDP is missing for Israel (the results for models without 
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the share of industry, in which all 48 countries are included in the analysis, are 
qualitatively similar and are available on request).

The coefficients on financial variables are negative across all specifications. 
three out of 4 coefficients on bank credit to deposit ratio are significant at con-
ventional levels of statistical significance. The results for financial variables, in 
general, suggest that in the countries with more developed banking sector, a mon-
etary policy shock has, on average, a larger effect on output. These results are in 
line with Cecchetti’s (1999) and Mihov’s (2001) findings on the importance of 
the financial sector in monetary policy transmission. More precisely, the results 
in Table 2 indicate that a 10 percentage point increase in bank credit to deposit 
ratio leads to an increase in the effect of a monetary policy shock on output of 
about 0.02 percentage points. 

The results in Table 2 also point towards the importance of international links 
for the responsiveness of output to a domestic monetary policy shock. In par-

Table 2. The results of cross-country regressions (baseline specifications)

Dependent variable Average effect on output
(1) (2) (3) (4)

Deposit money bank assets –0.0006
(0.0007)

Private credit –0.0010
(0.0009)

Bank deposits –0.0009
(0.0009)

Liquid liabilities –0.0010
(0.0012)

Bank credit to deposits ratio –0.0020*
(0.0012)

–0.0018
(0.0012)

–0.0023**
(0.0011)

–0.0021**
(0.0011)

Exchange rate –0.0287**
(0.0148)

–0.0278*
(0.0149)

–0.0283**
(0.0145)

–0.0269*
(0.0141)

Trade openness –0.0044***
(0.0016)

–0.0044***
(0.0016)

–0.0044***
(0.0016)

–0.0045***
(0.0015)

Financial openness 0.0003
(0.0003)

0.0003
(0.0003)

0.0003
(0.0003)

0.0004
(0.0003)

Share of industry 0.0158***
(0.0064)

0.0158***
(0.0064)

0.0157***
(0.0064)

0.0149***
(0.0061)

Constant 0.1075
(0.2468)

0.0889
(0.2525)

0.1448
(0.2377)

0.1340
(0.2404)

No. of observations 47 47 47 45
R2 0.63 0.63 0.63 0.65
Wald χ2 test 0.04 0.04 0.03 0.02

Note: *,**, and *** indicate the 10%, 5%, and 1% levels of significance.
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ticular, the coefficient on the exchange rate regime is negative and statistical-
ly significant at conventional levels in all specifications. Since our measure of 
the exchange rate regime is constructed in such a manner that the least flexible 
exchange rate arrangements are assigned the lowest values, the negative coef-
ficients on this variable suggest that in countries with more flexible exchange 
rates, a monetary policy shock has, on average, a larger effect. More precisely, 
an increase in exchange rate flexibility by one category leads to an increase in 
the effect of a monetary policy shock on output of about 0.03 percentage points. 
These results are consistent with the exchange rate channel of monetary policy 
transmission. If the exchange rate channel is a functioning channel of monetary 
policy transmission then, ceteris paribus, the effects of monetary policy on output 
should be weaker in countries with fixed exchange rates compared to countries 
with flexible exchange rates. 

The coefficients on trade openness are negative and statistically significant in 
all models, suggesting that in countries with a larger share of international trade 
in GDP, a monetary policy shock has, on average, a larger effect. More precisely, 
a 10 percentage point increase in openness leads to an increase in the effect of a 
monetary policy shock on output of about 0.04 percentage points. These results, 
again, point to the importance of the exchange rate channel in monetary poli-
cy transmission. Namely, if a monetary policy shock affects aggregate demand 
through the effect of exchange rate on imports and exports, then monetary policy 
effects should be closely related to the share of imports and exports in GDP.

The coefficients on the share of industry appear to be significantly positive. 
Note, however, that our industry variable comprises both interest-sensitive and 
interest-insensitive sectors. While the obtained estimates suggest that industry 
structure matters for monetary policy transmission, it seems that interest-insensi-
tive sectors that reduce the effect of monetary policy on output dominate in our 
variable. 

Finally, coefficients on financial openness appear to be positive, but statisti-
cally insignificant across all specifications. These results suggest that the nega-
tive effect of financial openness on the strength of the interest rate channel of 
monetary policy is empirically offset by the positive effect of financial openness 
on the strength of the exchange rate and wealth channels. In other words, our 
empirical results suggest that possible negative and positive effects of financial 
openness cancel each other, leaving the overall strength of monetary policy trans-
mission unchanged. 
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5. ROBUSTNESS CHECKS AND ADDITIONAL TESTS

In order to check the robustness of our findings, we ran several sensitivity checks. 
We used the average response to a monetary policy shock over the first 8 quar-
ters as a dependent variable in our benchmark models, because theoretical mod-
els usually imply monetary policy transmission lags of similar length. However, 
Hav ranek – Rusnak (2013) recently argued that empirical studies suggest that 
these lags are, on average, longer. Hence, we use the average response to a mon-
etary policy shock over the first 16 quarters as the dependent variable. The esti-
mates (available on request) show that our main findings are robust with respect 
to different time spans used to construct our dependent variable. In particular, 
coefficients on exchange rate and trade openness remain negative and statisti-
cally significant. Coefficients on financial variables keep the same sign, but lose 
statistical significance.

We also tested for the robustness of our results with respect to alternative or-
ders of SVAR models used to construct our dependent variable. We re-estimate 
the SVAR models, described in Section 2.1, using 2 and 8 lags for each country. 
The average responses to a monetary policy shock obtained from models with 2 
and 8 lags are then used separately to construct dependent variables. The results 
obtained by using these dependent variables (available on request) remain similar 
to the benchmark results reported in Table 2. In particular, coefficients on finan-
cial variables and trade openness remain negative and statistically significant in 
both cases. Coefficients on exchange rate also remain negative, but lose statistical 
significance.

As explained earlier, we used the average rather than the maximum (negative) 
response to a monetary policy shock in our benchmark models to reduce the 
possible effects of extreme point estimates on the results. To check the robust-
ness of our results, we constructed maximum (negative) responses to a monetary 
policy shock and employ them as the dependent variable. The quantile regres-
sions results indicate that when extreme points estimates of maximum (negative) 
responses to a monetary policy shock are taken into account, coefficients on fi-
nancial variables and trade openness remain similar to those reported in Table 2. 
Coefficients on exchange rate remain negative, but lose statistical significance. 

There is an ongoing debate in the profession whether the VAR model should be 
estimated in levels or growth rates. Hence we re-estimated our SVAR model for 
each country using data in growth rates. That is, we used the log differences of the 
data for the GDP, consumer price index, money, domestic interest rate, exchange 
rate, world price of oil, and the United States federal funds rate described in Sec-
tion 3.1 to estimate our SVAR models. All the data are obtained from the IFS 
database. The results of cross-country analysis obtained by using these estimates 
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are similar to our benchmark results. In short, coefficients on trade openness, 
exchange rate regime, and financial variables keep the same sign and remain 
statistically significant.

We also considered a number of additional explanatory variables. As our sam-
ple includes heterogeneous countries, we controlled for the possible relationship 
between the variations in economic size and development level, and cross-coun-
try variations in the response of output to a monetary policy shock. The indicator 
of economic size was calculated as the average value of the ratio of a country’s 
real GDP to the world’s real GDP over the considered sample period for each 
country, using GDP in constant 2000 USD from WDI database. The indicator of 
the level of development was calculated as the average value of the ratio of the 
country’s real GDP per capita to the world’s real GDP per capita over the con-
sidered sample period for each country, using GDP per capita in constant 2000 
USD from WDI. The results (available upon request) suggest that the effects of 
a monetary policy shock are not related to cross-country variations in economic 
size or development. We also employed the World Bank’s classification of the 
world’s economies to create dummy variables for low-middle, upper-middle, and 
high income groups of countries. The results show that monetary policy effects 
do not differ among these income groups. To check for other possible unobserved 
characteristics that might influence monetary policy transmission, we introduce 
dummies for Anglo-Saxon countries, South American countries, European coun-
tries, Far East countries, Scandinavian countries, and Eastern European countries. 
The results, once again, do not reveal significantly different effects of monetary 
policy in any of these groups. 

Shares of aggregate consumption, investment, and government consumption 
in GDP were employed to check whether it is different structures of aggregate 
demand across countries (due to possible differences in interest rate elasticity of 
aggregate demand components) that are systematically related to variations in 
the effects of monetary policy. All the variables are calculated using PWT’s 7.0 
data as the average value of the share of considered aggregate in a country’s GDP 
over the considered sample period. Again, the results (available upon request) do 
not reveal any significant relationship between the shares of different aggregate 
demand components and monetary policy effects.  

We, furthermore, employed Chinn – Ito’s (2006) de jure measure of financial 
openness (for which the data in the updated authors’ database is available up to 
2009) as an alternative to our de facto measure based on Lane – Milesi-Ferretti’s 
(2007) estimates of foreign assets and liabilities (for which the data is availa-
ble up to 2005). In particular, we used the average value of the Chin-Ito index 
(KAOPEN ) over the considered sample period for each country. We also used 
alternative measures of the exchange rate regime. In particular, we constructed 
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the exchange rate regime measure analogous to the one employed in Table 2, only 
this time using Ilzetzki et al.’s (2008) “coarse” classification instead of the “fine” 
one. Using each of these classifications, we also construct new measures of the 
exchange rate regime, calculating the average value of the original exchange 
rate categories over the considered sample periods (i.e. without merging the free 
floating and the free falling regime into a single category as we did before). The 
regression analyses with these alternative measures (available upon request) do 
not reveal any noteworthy discrepancy with respect to the above reported results 
on financial openness and exchange rate regime (Table 2). 

Recent empirical studies suggest substantial international spillovers and inter-
dependence between national money, bonds and equity markets, and exchange 
rates (Ehrmann – Fratzscher 2009; Hausman – Wongswan 2011; Ehrmann et al. 
2011). These studies stress the US markets as the main driver of global finan-
cial markets. In addition, Baxter – Kouparitsas (2005) and Imbs (2006) showed 
that cross-country correlations in the short-run output fluctuations rise with the 
level of financial and trade integration. The growing internationalisation of eco-
nomic activities has made the impact of foreign factors on the ability of monetary 
policy to influence output in the short run one of the most important issues for 
policy-makers. This gives impetus to the question of whether the responsive-
ness of output to a domestic monetary policy shock is systematically related to 
interdependence between national economies. We therefore also tested whether 
cross-country variations in monetary policy effects can be related to differences 
in the correlation of national economies with the large world economies. In par-
ticular, for European economies, together with Turkey and Jordan, we calculated 
and used the correlation coefficients of national GDP growth with the German 
GDP growth over the considered sample periods. For other economies, the corre-
lation coefficients with the US GDP growth were used. All the coefficients were 
calculated using WDI’s annual percentage growth rate of GDP at market prices 
expressed in at constant local currency. The results in Table 3 indicate that all the 
coefficients on correlation of national economies with the US or Germany are 
positive and statistically significant at the 5 percent level, suggesting that the ef-
fect of a monetary policy shock on output is, on average, smaller in countries that 
are more correlated with the US or German economy. This suggests that growing 
international interdependence can increase the importance of foreign factors in 
the determination of domestic output and, in turn, undermine the ability of na-
tional monetary policy to influence domestic output in the short run. 

Negative and significant coefficients on trade openness in Table 2 point to the 
importance of international trade for monetary policy transmission. This potential 
effect of trade openness on monetary policy transmission depends on exchange 
rate flexibility. In order to additionally test these findings, we create a dummy 
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variable for countries with more flexible exchange rates and construct an interac-
tion variable between this dummy and the trade openness variable.8 When this 
interaction term was included in the model, the results (Table 3, columns 5–8) 
reveal that the effect of trade openness on output responsiveness to a monetary 
policy shock is significantly different for economies with flexible exchange rates. 
In particular, the negative and statistically significant coefficients on trade open-
ness suggest that in countries with a larger share of international trade in GDP, 
a monetary policy shock has, on average, a larger effect on output. The negative 
and statistically significant coefficients on the interaction variable suggest that 
this hypothesised effect between the share of international trade and output re-
sponsiveness to a monetary policy shock is larger for countries with more flexible 
exchange rates. These results underpin the previous findings in Table 2 regarding 
the importance of the exchange rate channel in monetary policy transmission. 

6. CONCLUSION

This paper contributes to the better understanding of cross-country variations in 
the effects of a monetary policy shock on output. We used a structural vector au-
toregression (SVAR) model to estimate the effects of a monetary policy shock for 
each country in the sample separately. Next, we treated the estimates obtained in 
the first step as the dependent variable in a cross-section regression analysis that 
investigates possible sources of cross-country variations in the output responses 
to a monetary policy shock. 

The main contribution of the paper includes novel empirical evidence on the 
importance of the exchange rate channel and the interdependence between na-
tional economies for monetary policy transmission.

In particular, our results on the exchange rate regime and trade openness are 
consistent with the exchange rate channel of monetary policy. A positive impact 
of exchange rate flexibility on monetary policy effects on output suggests that 
the size of these effects is larger in countries with more flexible exchange rates. 
In line with the exchange rate channel of monetary policy, we also find that a 
monetary policy shock has, on average, a larger effect on output in economies 
with a higher openness to international trade. Moreover, our results indicate that 

8  The dummy variable takes the value of 1 for countries for which the average value of the 
exchange rate categories over the considered sample period was 11 or higher, and 0 otherwise. 
Exchange rate categories are defined using Ilzetzki et al.’s (2008) classification and procedure 
as described in Section 3.2.
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the estimated relationship between trade openness and output responsiveness to a 
monetary policy shock is larger for countries with more flexible exchange rates. 

The results on the correlation (of non-European economies) with the US and 
(of European economies) with the German economy point towards the impor-
tance of the interdependence between economies for monetary policy transmis-
sion. Namely, we find a negative impact of this correlation term on the effect of 
monetary policy. This suggests that a larger correlation of national economies 
with the dominant world economies undermines the ability of national monetary 
policies to influence output in the short run. This is consistent with the view 
that growing international interdependence may have increased the importance of 
foreign factors in the determination of domestic output and, in turn, reduced the 
ability of national monetary policy to influence domestic output in the short run. 

With respect to the issues analysed by the previous literature, our results on 
financial variables support the findings of Cecchetti (1999) and Mihov (2001) 
regarding the importance of the banking sector in the monetary policy transmis-
sion. Our results indicate that a monetary policy shock has, on average, a larger 
effect on output in countries with a larger and more developed banking sector. 
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