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Abstract

Bond order and valence indices have been calculated by the
method of the three-dimensional “fuzzy atoms” analysis, using the
numerical molecular orbitals obtained from plane wave DFT calcula-
tions, i.e., without introducing any external atom-centered functions.
Weight functions of both Hirshfeld and Becke types have been ap-
plied. The results are rather close to the similar “fuzzy atoms” ones
obtained by using atom-centered basis sets and agree well with the
chemical expectations, stressing the power of the genuine chemical
concepts.
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1. Introduction

In the last decades it has become customary to treat larger and larger molec-
ular systems in an essentially ab initio fashion by using plane wave basis
sets, usually combined with some local DFT formalism and appropriate ef-
fective potentials replacing core electrons [1]. While the interpretation of the
energetic or geometrical quantities does not represent a problem, it is not
trivial to connect the results with the genuine chemical concepts. To this
end, an auxiliary basis set built from atom-centered functions is sometimes
introduced and the molecular orbitals obtained in the plane wave calculations
are projected onto these atomic basis functions [2–4]. Recently we have fol-
lowed an opposite direction, and showed that by using the three-dimensional
(3D) “fuzzy atoms” formalism, one can extract the actual effective atomic or-
bitals from the results of the plane wave calculations [5]. For that reason the
molecular orbitals (MOs) were obtained on a 3D grid and were subjected to
appropriate unitary transformations that maximized—or, in general, made
stationary—the net population of the given orbital in the “fuzzy” region of
the selected atom. The procedure does not essentially differ from that applied
in the case of using conventional atom-centered basis sets for an analogous
calculation of effective atomic orbitals in the “fuzzy atoms” framework [6].
This success inspired us to consider another aspects of the 3D “fuzzy atoms”
analysis—the possibility of obtaining chemically relevant quantities, such as
bond orders and valences, following the scheme used for atom-centered basis
sets [7]. That approach has much in common with recent studies employing
Bader’s topological theory of ”Atoms in Molecules” (AIM) [8,9]. Owing to
the complexity of the AIM domains, the “fuzzy atoms” scheme should be
simpler (cheaper) and applicable for larger systems.

Accordingly, the aim of this paper is to discuss how one can extract
chemical information by using the ”fuzzy atoms” approach, i.e., without in-
troducing externally any atom-centered functions, from molecular orbitals
obtained in plane wave DFT calculation. It has been found that the results
are rather close to those obtained using the similar “fuzzy-atoms” scheme
with atom-centered basis sets and agree well with the chemical expectations,
stressing the power of the genuine chemical concepts.

2. Theory

2.1. Fuzzy atoms

The term “fuzzy atoms” analysis means that one decomposes the 3D physical
space into atomic regions that do not have sharp boundaries but exhibit a
continuous transition from one to another. This is governed by the non-
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negative atomic weight functions wA(~r), assigned to every atom A in every
point ~r of the 3D space, in such a manner that one has

wA(~r) ≥ 0 ;
∑
A

wA(~r) = 1 , (1)

for each atom and every point of the space. Obviously, wA(~r) should be
large “inside” atom A and gradually vanish as the distance from the nucleus
A increases.

Actually there are several schemes used to calculate the values of the
weight functions wA(~r). In the present study we have used the weight func-
tions of Hirshfeld’s “stockholder’s” scheme [10], as well as the simple weight
function of Becke [11], originally proposed for performing numerical inte-
grations, but serving very well also for the purposes of analysis of chemi-
cal nature [7]. Hirshfeld weight functions were obtained from the program
CPMD [12] used also for calculating the wave functions (vide infra). These
weight functions are computed on the basis of densities of a “protomolecule”
in which free atoms are formally put in the positions which the respective
atoms occupy in the actual molecule.1 A detailed discussion of the algorithm
necessary to calculate Becke’s weight functions has been given in the Ap-
pendix of Ref. 7; here we note only some aspects of it: the Becke functions
wA(~r) are simple algebraic functions, having the property that wA(~rA) = 1,
wA(~rB) = 0, (B 6= A), i.e. the weight function for atom A equals one at the
“own” nucleus and is zero at the nuclei of other atoms. Another important
point is that these weight functions are determined by the pre-defined set of
effective atomic radii, but only the ratios of the radii for different pairs of
atoms are playing a role. In the present work the classical atomic radii of
Slater [14] and Koga [15] have been used.

2.2. The quantities computed

Atomic populations
Dipole moments and atomic populations are easy to calculate. They are

also available in the CPMD program using Hirshfeld weights, therefore these
quantites were used for testing.

The electron population of atom A is defined as the integral over the
respective “fuzzy” atomic domain:

q eA =
∫
wA(~r)%(~r)dv ∼=

∑
i

wA(~ri)%(~ri) , (2)

1For strongly polar systems it might be worthwhile to use the refined “iterative Hirsh-
feld scheme” [13], but we do not actually have a code performing such calculations, and
the purposes of the present Letter could be achieved without recurring to that much more
complex algorithm.
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– i.e., the product of the electron density and the weight function of the atom
in question is integrated. In practice, of course, the integration is performed
numerically, as is indicated above. In the case of a closed-shell electronic
system treated by using doubly occupied orbitals ϕi(~r), the electron density
is connected with the MOs through the usual formula

%(~r) = 2
occ∑
i

|ϕi(~r)|2 , (3)

but its values can also be obtained directly from the plane wave calculations
on a grid (in practice we obtain them in the Gaussian CUBE format). The
resulting atomic charge is given, as usual, by the relationship QA = ZA− qeA,
where ZA is the effective (valence) nuclear charge (i.e., the original nuclear
charge reduced by the charge of core electrons compressed into the effective
potential of the atom).

Molecular dipole moments
The dipole moments have been calculated by the standard formula

~D =
∑
A

~RAZA −
∫
~r%(~r)dv , (4)

by using again the grid representation of electron density for performing the
numerical integration. In Eq. (4) ~RA is the radius-vector of nucleus A and
ZA is its effective charge defined above. In this study we have calculated
dipole moments for testing purposes, only.

Bond orders and valences
The bond order between atoms A and B defined in the “fuzzy atoms”

framework has been given in Ref. 7 as

BAB =
∑
µ,ρ

[
(DSA)µρ(DSB)ρµ + (PsSA)µρ(P

sSB)ρµ
]

. (5)

In this formula µ, ρ refer to the orbitals of the basis {χµ} in which the
total density matrix D and spin-density matrix Ps are expressed and SA, SB

represent the atomic overlap matrices with the elements defined as

SAµν =
∫
wA(~r)χ?µ(~r)χν(~r)dv . (6)

In the present case we shall use the molecular orbitals ϕi as the basis—they
are available numerically on a grid. In terms of the MOs the density and
spin-density matrices are diagonal, with diagonal elements equal to 2, 1 or 0,
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and 1 or 0, respectively. Orbitals corresponding to the zero diagonal element
need not be considered explicitly, of course. Then, introducing the atomic
overlap matrix integrals over the MO-s as

SAij =
∫
wA(~r)ϕ?i (~r)ϕj(~r)dv , (7)

Eq. (5) reduces to

BAB =
∑
i,j

ninjS
A
ijS

B
ji +

s. occ.∑
i,j

SAijS
B
ji , (8)

where ni is the occupation number of the MO ϕi and “s. occ.” stands for
“singly occupied”. (It is assumed, that we are dealing with doubly occupied
closed shell orbitals with ni = 2, and possibly, with some singly occupied
ones of spin α, for which ni = 1. The second term in Eq. (8) comes from the
term containing the spin-density matrix.) Elements SAij of the atomic overlap
matrices can easily be calculated numerically by summing the products of
values wA, ϕi and ϕj for all the grid points, like in Eq. (2).

The total valence VA of atom A given in [7] as

VA = 2qeA −
∑
µ,ρ

(DSA)µρ(DSA)ρµ , (9)

transforms in terms of MO-s to

VA = 2qeA −
∑
i,j

ninjS
A
ijS

A
ji . (10)

For closed-shell wave functions it satisfies the relationship

VA =
∑
B

B 6=A

BAB , (11)

while in the open-shell case one can introduce the free valence of atom A as
the difference

FA = VA −
∑
B

B 6=A

BAB . (12)

In the present work only closed-shell systems were considered, so no free
valences have been calculated.
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3. Method of calculations

The electron structure calculations have been carried out with the CPMD
code [12]. We have employed a periodic cubic box of length 15.0 Å and pe-
riodic boundary conditions with the Ewald summation method to account
for the electrostatic interactions. The test molecules have been placed into
the box and their structures have been fully optimized by DFT calcula-
tions using the BLYP exchange-correlation functional [16]. A plane-wave
basis set with an energy cutoff of 70 Ry has been used to expand the one-
electron orbitals.2 Only the valence states have been treated explicitly in
the calculations, whereas their interactions with the ionic cores have been
described by Troullier-Martins norm-conserving pseudopotentials [16] in the
Kleinman-Bylander factorized form [17]. For the 3D fuzzy atom analyses,
the Kohn-Sham orbitals of the equilibrated structures have been represented
on a discrete grid in Gaussian “cube file” format of 160×160×160 points cor-
responding to the dimensions of the box and the cutoff applied. The “cube
files” of the MO-s have been obtained also as binary files with no round-off
applied; that was necessary to reproduce dipole moments with proper accu-
racy. The Hirshfeld weight functions have been produced only as standard
(formatted) “cube files”, but that could hardly lead to any considerable loss
of accuracy.

We have calculated the Becke weight functions wA(~r) at every grid point
by using the routine of the program described in Ref. 7, exactly as it was
done in [5], too. However, here two different sets of atomic radii (Slater’s
[14] and Koga’s [15[) were used in parallel. Similarly to [5], the numerical
integrations have been performed simply by performing summations over the
grid points, attributing equal weights to every point—the individual MO-s
were normalized in the same manner.

For comparison, we have also performed some conventional atom-centered
basis set BLYP calculations (with geometry optimization) and subjected
them to the “fuzzy atoms” analysis by using the Becke weight functions
and Slates atomic radii.

4. Sample calculations

Table I summarizes the data obtained for resulting atomic charges and dipole
moments for several molecules. The calculated Hirshfeld charges reproduced

2Test calculations with higher (100 Ry) cutoff show that the calculated quantitites
are already converged at this cutoff. Also, test calculations performed by the scheme
of Hockney [18] indicate that the effect of the potentials of the “ghost” molecules from
neighboring cells is smaller than the accuracy we are pursuing.
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perfectly those obtained from the CPMD code. The atomic charges obtained
are basically in accord with the chemical expectation, except the probably
exaggerated charge separations predicted by the Becke scheme with the Koga
radii. (The ratio of the boron and hydrogen radii is practically the same in
the Slater’s and Koga’s sets, hence the corresponding data in the tables are
the same, too.) Also, the expected trend of sulfur charges in the dimethyl
sulfide (CH3-S-CH3), dimethyl sulfoxide (CH3-SO-CH3) and dimethyl sul-
fone (CH3-SO2-CH3) molecules – according to which the sulfur atoms with
higher formal valency should be more positive – is obtained only with the
Hirshfeld scheme. The Becke’s formula gives too negative sulfur charges for
these molecules. Analogous “fuzzy atoms” results have been obtained also
by the conventional calculations applying the standard 6-31G** basis set and
Slater’s radii, which indicates that the use of standard atomic radii, which are
kept independent of the chemical environment, is perhaps not adequate for
these molecules. (A somewhat similar problem was encountered for fluorine
in [7].)

As to dipole moments: we have indicated the experimental values where
available [19]; the agreement between the calculated and experimental values
may be considered unexpectedly good.

Tables II and III summarize the results obtained for bond orders and
valences of the molecules studied. Most numbers are in accord with the clas-
sical chemical values. Also their overall behaviour resembles very much that
of the “fuzzy atom” results obtained when such an analysis is performed for
wave functions resulting from conventional basis set calculations. For in-
stance, the general tendency of getting bond orders between heavy atoms as
well as valence numbers somewhat exceeding the respective ideal integer val-
ues is common in both cases. In contrast, the conventional ”Hilbert-space”
valences [20,21] are often somewhat below these ideal values. Even the some-
what striking deviations, such as the large valence values of oxygen atom of
dimethyl ether, are very similar to the respective atom-centered basis BLYP
values. (For example, using the 6-31G** basis, this oxygen atom has “fuzzy
atoms” valence 2.95, not far from the value 2.97 shown in Table III.) Such a
tendency of oxygen valences exceeding 2 are general for all types of valency
calculations; they perhaps can be connected to the existence of some char-
acteristic delocalizations of the lone pair orbitals. Similar observations hold
for the sulfur valences. For instance, the “Hilbert space” valence of the for-
mally six-valent sulfurs are usually around 5 while the “fuzzy atoms” ones are
around seven. Furthermore the ”fuzzy atoms” values do not strongly depend
on whether localized or plane wave basis sets are employed. Analogously,
the 6-31G** Slater valence values of the carbon valences in the α-alanine
molecule are 4.78, 4.57, 4.12, again close to the results in Table III, show-
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ing that these deviations are not connected to the use of plane wave basis
and effective potentials, but rather with some peculiarities of the molecule
considered and the 3D “fuzzy atoms” analysis used.

The fact that the “fuzzy atoms” valences usually exceed the ideal chemical
values may be connected to the fact that this method attributes relatively
large secondary bond orders to the pairs of atoms which are not chemically
bonded, thus leading to slightly enhanced secondary valence values. Table IV
compares selected “fuzzy atoms” total valences calculated by the Hirshfeld
scheme whith those values that one obtains if the summation in Eq. (11) is
extended only to the nearest neighbouring atoms. It can be seen that the
latter are much closer to the expected chemical values.

5. Conclusions

The analysis of the results of plane wave calculations discussed here – in
full accord with those in [5, 8, 9] – indicates that plane wave calculations
are not only capable to give accurate energies and structural information
for molecular systems, but they can also provide connections between the
physical and chemical pictures of molecules, quite similar to those one can
obtain from calculations using conventional atom-centered basis sets. It is
important to stress that the analysis can be done without introducing ex-
ternally (i.e., artificially) any atom-centered functions, simply by using the
numerical representation of the molecular orbitals; in all other aspects the
analysis is performed exactly in the same manner as in the case of conven-
tional “LCAO-type” quantum chemical calculations. In the perspective, the
method could be extended to truly periodic systems (polymers, surfaces, solid
states); while no conceptual complications are expected, a number of techni-
cal problems will be necessary to solve, similarly to the case when the bond
order calculations have been extended to polymeric systems in the LCAO
framework[22].
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Table I Dipole moments (in D) and resulting atomic charges for selected
molecules. “Slater” and “Koga” refers to results obtained by using Becke’s
weights with the respective sets of atomic radii. Experimental dipole mo-
ments, where available [19], are indicated in parentheses.

Atomic chargeMolecule Dipole moment
Hirshfeld Slater Koga

Ethane 0 C -0.048 -0.168 -0.467
H 0.016 0.056 0.155

Ethylene 0 C -0.042 -0.140 -0.343
H 0.021 0.070 0.171

Acetylene 0 C -0.069 -0.228 -0.275
H 0.069 0.228 0.275

trans-Butadiene 0 C1 -0.002 -0.134 -0.336
C2 -0.051 -0.107 -0.214

H(C1) 0.016 0.072 0.174
0.020 0.076 0.179

H(C2) 0.017 0.093 0.196

Cyclobutadiene 0 C -0.022 -0.090 -0.192
H 0.022 0.090 0.192

Benzene 0 C -0.016 -0.089 -0.190
H 0.016 0.089 0.190

Water 1.798 O -0.116 -0.160 -0.396
(1.79) H 0.058 0.080 0.198

Dimethyl ether 1.264 C -0.037 -0.169 -0.453
(1.3) O 0.009 -0.049 -0.074

H (2×) 0.008 0.060 0.159
H (1×) 0.016 0.074 0.172

Acetone 2.883 C (CH3) -0.070 -0.142 -0.428
(2.91) C (CO) 0.137 -0.135 -0.157

O -0.149 -0.094 -0.102
H (2×) 0.028 0.093 0.193
H (1×) 0.023 0.071 0.172

Continued



Table I (Continued)

Atomic chargeMolecule Dipole moment
Hirshfeld Slater Koga

α-Alanine 2.280 C1 (COOH) 0.099 -0.205 -0.217
Cα 0.035 -0.150 -0.283
Cβ -0.065 -0.156 -0.451

O (O=) -0.146 -0.107 -0.124
O (OH) -0.013 -0.012 -0.101

N -0.108 -0.134 -0.299
H (OH) 0.068 0.163 0.282
H (NH2) 0.054 0.102 0.204

0.028 0.123 0.229
H (Cα) 0.005 0.117 0.219
H (Cβ) 0.013 0.082 0.184

0.021 0.071 0.171
0.012 0.084 0.186

Dimethyl sulfide 1.543 C -0.069 0.153 -0.152
(1.5) S 0.018 -0.638 -0.578

H (2×) 0.018 0.058 0.150
H (1×) 0.025 0.048 0.140

Dimethyl sulfoxide 3.873 C -0.083 -0.004 -0.301
(3.96) S 0.279 -0.508 -0.412

O -0.266 -0.074 -0.116
H 0.027 0.098 0.189
H 0.024 0.088 0.181
H 0.028 0.100 0.194

Dimethyl sulfone 4.47 C -0.080 0.017 -0.278
(4.44) S 0.403 -0.822 -0.577

O -0.222 0.063 -0.046
H (2×) 0.033 0.106 0.201
H (1×) 0.036 0.119 0.211

Diborane 0 B 0.051 -0.454 -0.453
H(br.) 0.045 0.257 0.257

H(term.) -0.048 0.098 0.098
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Table II Bond orders for selected molecules.

Bond orderMolecule
Hirshfeld Slater Koga

Ethane C–C 1.042 1.139 1.212
C–H 0.961 0.947 0.928

Ethylene C–C 1.831 1.964 2.032
C–H 0.997 0.959 0.922

Acetylene C–C 2.740 2.831 2.875
C–H 1.050 0.948 0.935

Butadiene C1–C2 1.708 1.802 1.846
C2–C3 1.179 1.207 1.223
C1–H 1.000 0.961 0.923

0.990 0.950 0.911
C2–H 0.952 0.913 0.871

Cyclobutadiene C–C 1.013 1.014 1.021
C=C 1.784 1.862 1.888
C–H 0.991 0.951 0.908

Benzene C–C 1.390 1.432 1.455
C–H 0.973 0.930 0.888

Water O–H 1.319 1.196 1.095

Dimethyl ether C–O 1.232 1.299 1.329
C–H (1×) 0.967 0.941 0.913
C–H (2×) 0.955 0.930 0.903

Acetone C–C 1.035 1.076 1.112
C–O 2.158 2.194 2.194

C–H (2×) 0.948 0.917 0.889
C–H (1×) 0.957 0.938 0.909

Continued



Table II (Continued)

Bond orderMolecule
Hirshfeld Slater Koga

α-Alanine C1–Cα 0.981 0.997 1.009
Cα–Cβ 0.976 1.041 1.085
C–N 1.133 1.201 1.247
C=O 2.143 2.166 2.169
C–O 1.394 1.459 1.482
O–H 1.167 1.023 0.917
Cα–H 0.901 0.862 0.821

Cβ–H (2×) 0.955 0.927 0.896
Cβ–H (1×) 0.950 0.933 0.904

N–H 1.098 1.012 0.945
1.083 0.986 0.916

Dimethyl sulfide C–S 1.192 1.203 1.283
C–H (2×) 0.961 0.913 0.893
C–H (1×) 0.961 0.926 0.892

Dimethyl sulfoxide C–S 1.052 1.089 1.164
S=O 2.165 2.156 2.291

C–H (2×) 0.958 0.914 0.886
C–H (1×) 0.949 0.906 0.885

Dimethyl sulfone C–S 0.975 1.067 1.091
S=O 2.144 2.321 2.292

C–H (2×) 0.953 0.902 0.878
C–H (1×) 0.944 0.890 0.867

Diborane B–Hbr 0.501 0.455 0.455
B–Hterm 0.901 0.932 0.932

B–B 0.719 0.892 0.892
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Table III
Valences for selected molecules.

ValenceMolecule
Hirshfeld Slater Koga

Ethane C 4.216 4.155 4.137
H 1.285 1.109 1.105

Ethylene C 4.141 4.050 4.024
H 1.281 1.105 1.041

Acetylene C 3.979 3.877 3.888
H 1.252 1.054 1.017

Butadiene C1 4.440 4.274 4.276
C2 4.162 4.053 4.023

H(C1) 1.296 1.105 1.042
1.292 1.123 1.039

H(C2) 1.285 1.116 1.023

Cyclobutadiene C 4.337 4.151 4.141
H 1.281 1.096 1.031

Benzene C 4.457 4.251 4.246
H 1.288 1.090 1.026

Water O 2.639 2.392 2.145
H 1.449 1.270 1.146

Dimethyl ether C 4.320 4.280 4.247
O 3.135 2.973 2.998

H (1×) 1.288 1.090 1.032
H (2×) 1.292 1.103 1.041

Acetone C (CH3) 4.202 4.092 4.056
C (CO) 4.821 4.715 4.750

O 2.733 2.597 2.602
H (2×) 1.289 1.096 1.030
H (1×) 1.296 1.107 1.043

Continued
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Table III (Continued)

ValenceMolecule
Hirshfeld Slater Koga

α-Alanine C1 (COOH) 5.075 4.995 5.072
Cα 4.721 4.595 4.641
Cβ 4.233 4.132 4.106

O (O=) 2.791 2.641 2.647
O (OH) 3.021 2.860 2.794

N 3.741 3.522 3.444
H (OH) 1.461 1.177 1.046
H (Cα) 1.330 1.072 1.003

H (Cβ) (2×) 1.303 1.097 1.032
(1×) 1.289 1.105 1.042

H (N) 1.380 1.171 1.080
1.445 1.163 1.062

Dimethyl sulfide C 4.199 4.019 4.053
S 3.181 3.027 3.071

H (2×) 1.299 1.102 1.044
H (1×) 1.291 1.097 1.041

Dimethyl sulfoxide C 4.181 4.023 4.029
S 4.935 4.849 5.083
O 2.618 2.488 2.607

H (2×) 1.303 1.096 1.039
H (1×) 1.291 1.063 1.034

Dimethyl sulfone C 4.173 4.019 4.001
S 6.844 7.295 7.205
O 2.696 2.711 2.696

H (2×) 1.291 1.085 1.025
H (1×) 1.299 1.079 1.018

Diborane B 3.674 3.744 3.744
Hbr 1.305 1.026 1.026

Hterm 1.182 0.993 0.993
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Table IV
Total and nearest neighbour valences for selected molecules obtained by
Hirshfeld weights.

ValenceMolecule Atom
Total Nearest neighb.

Ethylene C 4.141 3.828

Butadiene C1 4.440 3.831
C2 4.162 3.692

Cyclobutadiene C 4.337 3.788

Benzene C 4.457 3.752

Dimethyl ether C 4.320 4.115
O 3.135 2.463

Acetone C (CH3) 4.202 3.887
C (CO) 4.821 4.228

O 2.733 2.158

Dimethyl sulfide C 4.199 4.071
S 3.181 2.384

Dimethyl sulfoxide C 4.181 3.918
S 4.935 4.276
O 2.618 2.166

Dimethyl sulfone C 4.173 3.826
S 6.844 6.236
O 2.696 2.144
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