Atomic three-dimensional coherent x-ray imaging of nonbiological systems
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We computationally study the resolution limits for three-dimensional coherent x-ray diffractive imaging of heavy, nonbiological systems using XFEL pulses as a prototype. We treat electronic and nuclear dynamics on an equal footing and remove the frozen-lattice approximation often used in electronic damage studies. We explore the achievable resolution as a function of pulse parameters (fluence level, pulse duration, and photon energy) and particle size. The contribution of combined lattice and electron dynamics is not negligible even for 2 fs pulses, and the Compton scattering is less deleterious than in biological systems for atomic-scale imaging. Although free-electron scattering represents a significant background, we find that recovery of the original structure is in principle possible with 3 Å resolution for particles of 11 nm diameter.
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I. INTRODUCTION

X-ray free electron lasers (XFELs) [1–4] have opened a new frontier for x-ray science [5] and an extreme regime for light-matter interactions. Unprecedented focused intensities at ultrashort wavelengths have led to the discovery of x-ray phonon absorption in atoms, molecules, and clusters [6–10], atomic x-ray lasing [11,12], induced transparency or saturable absorption [6,9,10,13–15], stimulated emission [16–18], and second harmonic generation [19]. Understanding these fundamental processes underpins the use of ultraintense XFEL pulses and fuels the dream of 3D imaging of single biomolecules using the “diffract-before-destroy” method initially envisioned at the dawn of the XFEL-enabled era of x-ray science [20,21].

Research in quest of atomic-scale 3D imaging of isolated biomolecules at XFELs has been extensive, as many functionally interesting systems resist crystallization at a quality sufficient for Å-level diffraction with traditional synchrotron light sources. With XFEL pulses the required size and quality of the crystals has been markedly reduced, sometimes to submicron dimensions [22], structures have been determined to 1.9 Å resolution [23], de novo structure determination has been demonstrated [24], and non-Bragg data from imperfect crystals has been used to improve resolution [25]. In this serial femtosecond crystallography [22] method, the concept of self-terminating Bragg gates [26,27] has been essential to extract information from pulses longer than the 10 fs duration estimated to eliminate Coulomb explosion. Importantly, researchers have progressed beyond model systems to deduce structures of biologically interesting entities [28,29].

Not surprisingly, the progress toward noncrystalline single particle 3D imaging has been less rapid [30]. The loss of the \( N^2 \) enhancement in coherent elastic scattering inherent to a crystal with \( N \) unit cells, magnifies the impact of photon backgrounds arising from incoherent and free electron scattering and places a stricter requirement on understanding the nature of electronic damage [31–35]. The time scales of electronic rearrangement, Auger decay, nuclear motion, nanoplasma formation, Coulomb explosion, and ion-electron recombination are inconveniently similar and comparable to the femtosecond XFEL pulse duration, placing inherent limitations on the structural precision attainable from coherent diffractive imaging. The dynamics initiated by the imaging pulse have been considered using continuum models [36,37], and with molecular dynamics approaches [21,38,39] which, unlike the continuum approach, hold the promise of atomistic tracking. In an early XFEL experiment, 2D imaging of a mimi virus was demonstrated to 30 nm [40]. Very recently, 3D images using that data set were obtained after orientation and reconstruction [41] of a set of 2D images, at resolution of \( \sim 125 \) nm [42]. The attained resolution is rather distant from the desired 3 Å, highlighting the importance of understanding fundamental processes of electronic and nuclear dynamics and imaging holistically as recently reviewed [43].

Here we address 3D imaging of nonbiological, high-Z systems at atomic resolution. Understanding 3D imaging in atomic clusters can be considered a first step toward inorganic or metallic clusters such as those that can be formed with atomic-scale precision and are of interest for catalytic, sensing, biological labeling and photonic applications [44–46]. The functionality of nanosystems is governed by their structure and dynamical response, even on ultrafast time scales [47]. By studying heavier systems beyond the second row elements of biological systems, we investigate the changing roles of inelastic vs elastic scattering vs photoabsorption at the extreme intensities and short wavelengths required for imaging, 1020 W/cm² at 1.5 Å. Simplistically, one expects the inelastic (Compton) scattering to play a reduced role in systems comprised of heavier atoms relative to biological systems, because the ratio of the inelastic to elastic scattering is substantially decreased at wavelengths required for atomic-scale imaging; at 8 keV (1.5 Å) the ratio of the inelastic to elastic cross...
sections for argon is 0.09 versus 0.6 for carbon. We examine the frozen-nuclei assumption, essentially the Born-Oppenheimer approximation, often used in studies focusing on electronic damage [32,33,35] by simultaneously treating the electron and nuclear dynamics and the coherent diffractive imaging process with a hybrid quantum–classical molecular dynamics approach. Finally, we address the particle size and pulse parameter requirements for 3D imaging as set by the need to classify and orient the coherent diffraction patterns [41,48–53].

We choose as our target nanoscale Ar clusters. Existing XFEL measurements on Ar atoms through Ar1000 clusters of ion and electron yields as a function of photon energy, pulse duration, and fluence [10,54] allow us to validate our model and approach to understanding 3D imaging for nanoscale systems. Furthermore, there is intrinsic interest in the study of atomic clusters where the composition and structure can be controlled as a testing ground for new regimes of intense laser-matter interaction [55,56]. Rare gas clusters, bound by easy-to-model van der Waals forces, have traditionally served as testbeds as intense lasers have evolved from optical to x-ray wavelengths [10,38,57–64]. FEL-induced transient dynamics in rare gas clusters have been observed in imaging experiments in the XUV [65] and, more recently, in the x-ray regime [66] providing evidence for femtosecond time scale electronic damage.

This paper is organized as follows. In Sec. II, we describe the hybrid quantum Monte Carlo and classical molecular dynamics method, hereafter referred to as MC-MD. In Sec. III, the impact of ultrafast XFEL multiphoton ionization on the scattering response of nanoclusters and the feasibility of achieving atomic resolution reconstruction with phase retrieval algorithms are discussed. Also, we examine the XFEL wavelength and particle size dependence of the fluence requirements for orientation recovery. Finally, a summary of our results and an outlook is presented in Sec. IV.

II. METHOD

We employ the MC-MD approach to model both the ionization dynamics and scattering response of a nanosized cluster in an intense x-ray pulse. The advantage of this approach is that it can capture the interrelated electron and nuclear dynamics driven by sequential multiphoton absorption in nanometer-sized samples and connect the impact of these dynamics on measured scattering signals. Specifically, the method accounts for initial high-energy photoelectron escape that leads to a charged cluster, which traps low-energy electrons that can, in turn, generate secondary ionization, electron-ion recombination, hydrodynamic motion, and/or Coulomb explosion. All these processes can take place at time scales comparable to the femtosecond x-ray pulse duration.

A molecular dynamics (MD) algorithm is used to propagate particle trajectories (atoms or ions or electrons) forward in time and the quantum nature of interactions with an XFEL pulse is treated with a Monte Carlo method [67,68] to determine the time-dependent quantum transition probability between different electronic configurations. The overall transition rate, $\Gamma$, between different electronic configurations $I$ and $J$ is given by

$$
\Gamma_{I,J} = \Gamma_{I,J}^p + \Gamma_{I,J}^A + \Gamma_{I,J}^E + \Gamma_{I,J}^{RC},
$$

starting from the ground state of the neutral atom, we include the contribution from photoionization $\Gamma_{I,J}^p$, Auger decay $\Gamma_{I,J}^A$, fluorescence $\Gamma_{I,J}^E$, electron-impact ionization $\Gamma_{I,J}^{EI}$, and recombination $\Gamma_{I,J}^{RC}$. Since the Monte Carlo method is used, 100 replicas of the MC-MD calculations are needed to accurately depict the transient electronic dynamics in Ar clusters presented in this paper. The electronic excitation from Compton scattering is not included as its cross section is 3–4 orders of magnitude smaller than the photoionization process in the considered photon energy range. In addition, the contribution from resonant excitation channels, which are found to be critical in soft x-ray regime for high charge state production [8,67], are not included in our calculations for Ar clusters at 4 and 8 keV. At 8 keV, the single-photon ionization limit is exceeded for all Ar charge states, so the resonant excitation channel is unimportant. At 4 keV where the single-photon ionization limit is 16+, resonant excitation can play a role. While our 4 keV calculations may underestimate the production of highly charged ions, these ions, with $\leq 2$ electrons, contribute relatively small scattering signals.

The importance of understanding transient dynamics is that the incoming photons arriving at different times will scatter off the instantaneously populated transient states. The observed scattering response can be characterized as a sum of the instantaneous scattering patterns weighted by the pulse intensity, $j_X(\tau,t)$ with FWHM duration $\tau$. Here we are interested in atomic resolution reconstruction, which requires scattering at high $q$ values. In this case, the scattering signals expressed in terms of the total differential cross section of the cluster can be regarded as the sum of the coherent, free-electron, and Compton (inelastic) scattering [34,69–71]

$$
\frac{d\sigma_{total}}{d\Omega} = \frac{d\sigma_{coh}}{d\Omega} + \frac{d\sigma_{e}}{d\Omega} + \frac{d\sigma_{comp}}{d\Omega},
$$

where coherent scattering can be expressed as

$$
\frac{d\sigma_{coh}}{d\Omega} = \frac{d\sigma_{th}}{d\Omega} \int_{-\infty}^{+\infty} dt j_X(\tau,t)|F_0(q,t)|^2,
$$

with $d\sigma_{th}/d\Omega$ being the Thomson scattering cross section and $F_0(q,t)$ is the time-dependent form factor of the bound electrons of the target cluster and is given by

$$
F_0(q,t) = \sum_{j=1}^{N_e} f_j(q,C_j(t))e^{iqR_{j}(t)},
$$

where $N_e$ is the total number of atoms or ions, and $C_j(t)$ and $f_j(q,C_j(t))$ are the electronic configuration and the atomic form factor of the $j$th atom or ion, respectively. The momentum transfer vector $q = 4\pi \sin(\theta/2)/\lambda$, where $\lambda$ is the wavelength of XFEL pulse and $\theta$ is the scattering angle defined as the angle between the incoming and scattered XFEL beam. The free-electron contribution is proportional to

$$
\frac{d\sigma_{e}}{d\Omega} = \frac{d\sigma_{KN}}{d\Omega} \int_{-\infty}^{+\infty} dt j_X(\tau,t)N_e(t),
$$

where $d\sigma_{KN}/d\Omega$ is the Klein-Nishina scattering cross section [72]. For our considered x-ray photon energies, 4 and 8 keV, which are much less than the electron rest mass energy,
$d\sigma_{K\gamma}/d\Omega$ can be approximated by $d\sigma_{0\gamma}/d\Omega$. $N_e(t)$ is the number of delocalized electrons within the focal region of the x-ray pulse, their positions are followed in the MD code. For a long pulse ($> 10$ fs), the energetically ejected electrons may escape beyond the focal area and will not contribute to the scattering signals.

The contribution from Compton scattering processes is cast in terms of the inelastic scattering function, $S(q,t)$ [69]:

$$
\frac{d\sigma_{\text{comp}}}{d\Omega}(q) = \frac{d\sigma_{K\gamma}}{d\Omega} \int_{-\infty}^{+\infty} dt \; j_x(t) S(q,t),
$$

(6)

with

$$
S(q,t) = \sum_{j=1}^{N_e} s_j(q, C_j(t)),
$$

(7)

and $s_j(q, C_j(t))$ is the inelastic scattering function of the $j$th atom or ion with electronic configuration $C_j(t)$.

The inability to distinguish experimentally the scattering contributions in Eq. (2) means that the scattering from intense XFEL pulses differs from the coherent scattering in the weak-field limit which represents an undamaged sample and is given by

$$
\frac{d\sigma_{0\gamma}}{d\Omega}(q) \approx \frac{d\sigma_{0\gamma}}{d\Omega} |F_b(q)|^2.
$$

(8)

The 3D electron $\rho_e(r)$ density of the undamaged cluster is then obtained after phase recovery:

$$
\rho_e(r) = \int d\theta F_b(q) e^{i q \cdot r}.
$$

(9)

In this work we investigate the relative importance of bound, free electron, and Compton scattering as a function of pulse parameters, system size, and the degree of deviation from the weak-field limit.

To connect the scattering measurement with the ionization dynamics, we also compute the pulse weighted charge state ($Q_w$) and displacement ($D_w$) of the atoms and ions, where

$$
Q_w = \int dt \; j_x(t) |Q(t)|/\mathcal{F}
$$

(10)

and

$$
D_w = \int dt \; j_x(t) |D(t)|/\mathcal{F}.
$$

(11)

Here, $Q(t)$ is the average charge of all atoms and ions at time $t$ and

$$
D(t) = \sum_{j=1}^{N_e} |R_j(t) - R_{j,o}|/N_a
$$

(12)

is the average atomic displacement with $R_j(t)$ and $R_{j,o}$ being the positions of $j$th atom at time $t$ and prior to the XFEL pulse, respectively.

A similar methodology was successfully used to model the interactions of $C_{60}$ [73] and 1000-atom Ar clusters [54] exposed to intense XFEL pulses. In the earlier work on $C_{60}$ [73], a systematic study of the effects of molecular bonds, secondary ionization, bond breaking, and molecular Auger for multiple conditions of low, medium, and high fluence. A bondless approach was found to be sufficient to model $C_{60}$ in the high-fluence, short-pulse conditions that are used for x-ray imaging, whereas for medium fluences it is straightforward to add force fields to account for molecular bonding. More recently, this methodology was used to describe a nitrogenase iron protein in 5 keV x-ray pulses of 9 and 30 fs duration [74], where the addition of Compton scattering was found to deteriorate the achievable resolution. The present study extends the methodology to heavier and larger systems to examine higher-Z effects, but retains the van der Waals interactions. For high-Z systems, the added complexity stems from the need to track a larger number of electronic configurations and transition channels, i.e., several orders of magnitude more than required for organic molecules. None of these atomistic MD methods [54,73,74] yet includes the plasma-induced effect of ionization potential depression (IPD) [75], but we note that the magnitude of the changes in ionization potential ($\sim 100$ eV) contributes only modest changes to photoionization rates and cross sections for hard x-ray energies well above the ionization potentials of the atoms in the system. Including these effects is a topic for future work, as a previous calculation of IPD [76] employs assumptions of fixed nuclei and thermalized electron distributions, neither of which is valid for our finite nanosystem that is rapidly undergoing electron rearrangement and Coulomb explosion. We note that our MC-MD code was validated by reproducing the experimental kinetic-energy distribution of ionized electrons from 1000-atom Ar clusters exposed to intense 5 keV XFEL pulses [54,77].

III. RESULTS

Building on the success of the MC-MD method in describing the experimental spectroscopic observables of Ar cluster in intense XFEL pulses, we further examine the scattering response of these clusters. We will focus on the response over an interesting range of fluences, x-ray photon energies, and particle sizes identified in the single particle imaging initiative [30].

A. Limitations of the frozen lattice approximation

Our ability to include both electronic and ion dynamics on an equal footing allows us to test the validity of the frozen-lattice approximation over a range of pulse parameters. The frozen-lattice approximation has been used in earlier work on electronic damage on biological systems [32,33,35] with the assumption that x-ray pulses of 5 fs are sufficient to freeze the ion motion. In a biological system, the initiating femtosecond dynamics are dominated by the Auger lifetimes of C, N, and O, which are, respectively, 10.7 fs, 7.1 fs, and 4.9 fs, followed by nanoplasma formation and Coulomb explosion. We note that the 1s inner-shell hole lifetime for an argon atom is substantially shorter, $\sim 1$ fs, and the time scales needed to “freeze” the lattice motion in a heavier system are expected to be correspondingly shorter.

Figure 1 shows the time evolution of a seven-shell Ar cluster (1415 nuclei and 25470 electrons, 5.26 nm diameter) subjected to 8 keV XFEL pulses of 30 fs and 2 fs duration for a fluence of $10^{14}$ photons/μm². In the 30 fs pulse, the atoms or ions are clearly not stationary. Here sequential multiphoton ionization, enhanced by repopulation of inner
shells by Auger decay, leads to strong spatial distortion of the electronic distribution and generates a large number of delocalized electrons. The subsequent buildup of Coulombic forces causes disintegration already by the peak of the pulse. In contrast, for the 2 fs pulse the lattice structure remains mostly intact during the rise of the pulse. After the peak of the pulse the cluster shows considerable expansion by 4 fs where the average displacement of the constituent atoms or ions is 2.8 Å, compared to the internuclear separation of 3.76 Å. In particular, the atoms in the outer shell expand faster than those deep inside the cluster [Fig. 1(d)]. For our nanoscale cluster surface ablation is unavoidable and has been recognized as a challenge for the “diffract-before-destroy” method [78]. Advantageously, for imaging applications only
FIG. 2. X-ray diffraction patterns of Ar1415 obtained from an 8 keV pulse with 30 fs (top row) and 2 fs (bottom row) duration for five different fluences: $10^{11}$ (leftmost column), $10^{12}$, $10^{13}$, and $10^{14}$ photons/μm² (rightmost column). The color scale is logarithmic, showing the cross section in units of the classical radius of the electron squared, $r^2_e$. The plots display differential cross sections, rather than photon number, as this representation better reveals the degree of deviation from the undamaged structure.

the displacement present during the x-ray pulse is observed. The pulse-weighted average displacement, $D_w$, for the 2 fs, $10^{14}$ photons/μm² pulse is 0.22 Å, which can be compared to vibrational smearing of 0.01 Å at 10 K. Here we note that the fluence of $10^{14}$ photons/μm² is sufficient for atomistic reconstruction, as described in the next section. While previous work assumed validity of the frozen-lattice approximation for pulse durations $<5$ fs, we find for a 4 fs (FWHM) pulse substantial expansion for the Ar cluster with a $D_w$ of $\sim 1$ Å.

The scattering response also shows the necessity of the shorter pulse duration. The response is governed by the profile of ionization dynamics and consists of three components: coherent scattering from bound electrons, scattering from free electrons, and inelastic (Compton) scattering. Figure 2 shows the scattering response of the seven-shell cluster for x-ray fluence in the range of $10^{11}$ to $10^{15}$ photons/μm² and pulse durations (FWHM) of 30 fs and 2 fs. In the case of a 30 fs, $10^{11}$ photons/μm² pulse, the interference fringes due to the lattice at small angles and Bragg peaks at large angles are clearly visible. This corresponds to a relatively undamaged sample with a pulse weighted charge state of $\bar{Q}_w = 0.07$, where essentially all of the 18 electrons for each Ar atom remain with their original nucleus enabling coherent atomic scattering. The fluence dependence for $\bar{Q}_w$ is shown in Table I. At higher fluence, the XFEL-induced lattice and electron dynamics on the cluster produces notable changes on the patterns; the interference fringes are distorted, the free-electron contribution to the background becomes clear, and the visibility of the Bragg peaks is reduced, eventually disappearing at $\mathcal{F} = 10^{15}$ photons/μm². The 2 fs pulse, by contrast, preserves interference fringes even at $\mathcal{F} = 10^{14}$ photons/μm² by limiting the observed lattice motion during the pulse. Thus, as one moves to heavier systems with shorter intrinsic time scales, shorter pulses are required to invoke the frozen-lattice approximation with confidence.

B. Atomistic reconstruction in the face of electronic damage

The recorded scattering patterns at high fluence deviate strongly from the pattern of the undamaged particle. The degree of deviation can be quantified in terms of an $R$ factor [21],

$$R = \frac{\sum_q |\frac{d\sigma_{\text{total}}}{d\Omega}(q) - \frac{d\sigma_0}{d\Omega}(q)|}{\sum_q \frac{d\sigma_0}{d\Omega}(q)}.$$  

(13)

For the patterns shown in Fig. 2, $R$ ranges from 0.03 to 0.930 for the 30 fs pulse and from 0.03 to 0.755 for the 2 fs pulse. Higher fluence and longer pulse duration yield larger deviations.

An interesting question is the degree of deviation that can be tolerated for a successful high spatial resolution 3D reconstruction. Previous studies use $R < 0.2$ as a guide for enabling reconstruction [21,32] and determining useful XFEL

<table>
<thead>
<tr>
<th>$\mathcal{F}$ (photons/μm²)</th>
<th>$\tau = 2$ fs</th>
<th>$\tau = 30$ fs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{11}$</td>
<td>0.03</td>
<td>0.07</td>
</tr>
<tr>
<td>$10^{12}$</td>
<td>0.25</td>
<td>0.48</td>
</tr>
<tr>
<td>$10^{13}$</td>
<td>1.77</td>
<td>2.95</td>
</tr>
<tr>
<td>$10^{14}$</td>
<td>6.42</td>
<td>12.72</td>
</tr>
<tr>
<td>$10^{15}$</td>
<td>11.57</td>
<td>16.89</td>
</tr>
</tbody>
</table>

TABLE I. Pulse weighted average charge state ($\bar{Q}_w$) and the average charge state ($\bar{Q}$) for a seven-shell Ar cluster exposed to 2 fs and 30 fs pulses at 8 keV as a function of fluence. $\bar{Q}_w$ is the average charge state relevant for imaging, whereas $\bar{Q}$ is a measure of the integral charge state resulting from the pulse. $\bar{Q}$ for $\tau = 2$ fs and 30 fs are the values at $t = 3\tau$. 
pulse parameters. This is also the value of $R$ that is typical for deposits in the protein data bank. Here, somewhat surprisingly, we find that we can successfully recover atomistically resolved structure even with an $R$ factor as high as 0.466, as obtained for a 2 fs pulse with a fluence level of $10^{14}$ photons/$\mu m^2$.

A detailed comparison of the reconstructed electron density for various pulse parameters is in Appendix A. The individual structures shown in Fig. 3 are obtained by performing a phase retrieval analysis on the 3D diffraction signals calculated for a $q$-space grid of $101 \times 101 \times 101$ points. In each dimension, the signals are sampled with an interval of $dq = 0.065 \text{ Å}^{-1}$ to reach a maximum amplitude of $q_{\text{max}} = 3.24 \text{ Å}^{-1}$ and a spatial resolution of $d = 2\pi / q_{\text{max}} = 1.94 \text{ Å}$, which is smaller than the cluster interatomic spacing of 3.76 Å. The results shown in Fig. 3 are based on the RAAR method [79], but we obtained similar structures also with the HIO method [80]. We point out that successful reconstruction is also achieved on an Ar cluster with an amorphous distribution of initial atomic positions at a fluence level of $10^{14}$ photons/$\mu m^2$, suggesting that the ability to reconstruct is rather insensitive to the initial cluster atomic configuration (see Appendix B).

The original structure is not recovered for $\mathcal{F} = 10^{15}$ at 2 fs and $\mathcal{F} = 10^{14}$–$10^{15}$ photons/$\mu m^2$ at 30 fs. For these pulses, the reconstruction does not preserve the outer shell of atoms. These failures stem from the ionization dynamics which produce large values of the pulse-weighted average displacement, $D_w$ (>1 Bohr radius), and charge, $Q_w$. The 8-keV, 30-fs pulses can fully strip an Ar atom via sequential multiphoton ionization, produce $Q_w > 10$, where the scattering is dominated by free-electron scattering. In comparison, the 2 fs, $10^{14}$ photons/$\mu m^2$ pulse, which enables successful reconstruction, has $Q_w > 10$, but $Q_w = 6.42$, implying that the scattering events are primarily from electrons bound to atoms or ions.

**C. Compton scattering effects**

Previous calculations on intense x-ray scattering from biomolecules consisting of mostly light elements (H, C, N, and O) demonstrate that the presence of Compton (inelastic) scattering can severely compromise the imaging resolution [34,35,74]. Specifically, the contribution to the number of scattered photons per Shannon pixel at high $q$ corresponding to a resolution of 1.5 Å is largely from Compton scattering [34]. Here we investigate the relative contribution of coherent scattering, Compton scattering, and free-electron scattering to the total scattering signals in a heavier system. The number of scattered photons per Shannon pixel is given by

$$N_s(\theta) = \frac{1}{2\pi} \left( \frac{d\sigma_{\text{inel}}}{d\Omega} \right)_{\phi} \mathcal{F} \Omega_{\phi},$$

(14)

where $\frac{1}{2\pi} \left( \frac{d\sigma_{\text{inel}}}{d\Omega} \right)_{\phi}$ is the azimuthally averaged differential cross section and $\Omega_{\phi} = \lambda^2/4w^2$ is the size of the Shannon pixel for an object of width $w$ exposed to an incident x-ray field of wavelength $\lambda$ [41].

Figure 4(a) shows the contribution of coherent, free-electron, and Compton scattering on the scattering signals, $N_s(\theta)$, for an Ar$_{1415}$ cluster in a 8 keV, 2 fs, $10^{14}$ photons/$\mu m^2$
pulse. The angular distribution of free-electron scattering follows the Thomson differential cross section, dropping ~40% from $\theta = 0$ to $60^\circ$ ($q = 0$ to 3.2 Å$^{-1}$), while the Compton scattering rises rapidly with $\theta$. The coherent scattering from the bound electrons display maxima arising from the distribution of atoms within the cluster. Unlike the biomolecules, the free-electron scattering in the Ar cluster dominates the Compton scattering even at the high scattering angles corresponding to 3 Å resolution. To compare the Compton effect in Ar clusters with light-element systems, we repeated the calculation replacing the Ar atoms with C atoms on the lattice. We find that the Compton signals from the C cluster overtake the free-electron signals at $q = 0.32$ Å$^{-1}$ and are larger than the coherent signals $q = 0.95$ Å$^{-1}$ for the same pulse parameters. This confirms that in heavier systems the free-electron scattering is more important than the Compton for high-$q$ scattering at imaging intensities.

We further examine Compton scattering as a function of particle size and wavelength. For a larger cluster $\text{Ar}_{12431}$ (223758 electrons), Fig. 4(b) shows that the relative contribution from Compton scattering is smaller. With a longer wavelength pulse, which is more efficient in ionization, the contribution from Compton is even smaller and free-electron contribution is more substantial, as shown in Fig. 4(c).

### D. Requirements for orientation: Wavelength and size dependence

So far, our discussion has been based on the assumption that 3D diffraction signals can be retrieved from a set of 2D patterns corresponding to different, but known orientations. Advanced algorithms [51–53] allow one to orient patterns at particle size and wavelength. For a larger cluster $\text{Ar}_{12431}$ (223758 electrons), Fig. 4(b) shows that the relative contribution from Compton scattering is smaller. With a longer wavelength pulse, which is more efficient in ionization, the contribution from Compton is even smaller and free-electron contribution is more dominant, as shown in Fig. 4(c).

*FIG. 5. Number of scattered photons per Shannon pixel, $N_s$, as a function of $q$, momentum transfer, and $d$, desired spatial resolution for a single cluster orientation. $\text{Ar}_{1415}$ at (a) 8 keV, (b) 4 keV and $\text{Ar}_{12431}$ at (c) 8 keV, (d) 4 keV. All the plots are obtained with a 2 fs pulse; the dashed line indicates $N_s = 0.01$. In each plot, $N_s$ for five different fluences from $10^{11}$ (lowermost line) to $10^{15}$ photons/μm$^2$ (uppermost line) are shown. (e) Total scattering cross sections of $\text{Ar}_{1415}$ (circles) and $\text{Ar}_{12431}$ (squares) as a function of fluence for 4 keV (dashed lines) and 8 keV (solid lines) photon energy and 2 fs pulse duration. Orientationally averaged scattering is shown in Appendix C.*
(a gain of \( \sim 1.4 \) for \( \text{Ar}_{1415} \) at low pulse fluence), and the larger size of the Shannon pixel \( \propto \lambda^2 \) (gain of \( 4 \times \)). An experimental disadvantage of using a 4 keV pulse is that the signal needs to be collected over a larger range of scattering angles for 3 \( \AA \) resolution, from 0–61° at 4 keV compared to 0–29° at 8 keV, \( N_s > 0.01 \) is easily achievable for \( \text{Ar}_{1415} \) in a 4 keV, 1015 \( \mu m^2 \) pulse [Fig. 5(b)] and borderline for 1014 \( \mu m^2 \), suggesting that orientation recovery is feasible. However, as pointed out earlier, a higher \( N_s \) value does not guarantee a faithful 3D atomistic reconstruction. The overriding disadvantage of a 4 keV pulse is the higher photoabsorption cross section (112 barns/atom at 4 keV vs 61 barns/atom at 8 keV) and associated damage. Both \( D_w \) and \( \tilde{D} \) are higher in 4 keV pulse, with \( D_w \) approaching 1 \( \AA \) at 1015 \( \mu m^2 \). In comparison to the pattern at 1011 \( \mu m^2 \), the location of the first minimum in the scattering pattern has a 4% shift in \( q \) value already at 1014 \( \mu m^2 \). Substantial shape changes resulting from ionization and surface ablation begin at a lower fluence in a 4 keV pulse and prevents recovery of the undamaged \( \text{Ar}_{1415} \) structure.

Finally, we consider a larger cluster to mitigate the impact of electronic damage, analogous to the use of larger crystals in crystallography, Figures 5(c) and 5(d). For a larger cluster, \( \text{Ar}_{12431} \) (223758 electrons, 11.3 nm diameter), orientation is clearly feasible at a fluence of 1014 \( \mu m^2 \). \( B_w \) is significantly decreased relative to \( \text{Ar}_{1415} \), i.e., by a factor of \( \sim 2 \) to a value of \( <0.5 \AA \) at the highest fluence. The first minimum in the scattering pattern shifts \( <1 \% \) in \( q \) from the low-fluence value. In addition, the larger cluster has a coherent scattering cross section that scales more rapidly than the simple \( N_s \), which represents scattering from independent atoms. Coherent scattering is increased above the independent atom values by factors of 4.5 and 3.2, at 4 and 8 keV, respectively for the larger cluster, versus 2.7 and 2.0 for the smaller cluster, \( \text{Ar}_{1415} \), in the low fluence limit. The scaling is slightly less than the size of the particle, \( \mu \). As the fluence is increased to the levels required for orientation the advantages of the larger cluster are clearly evident in Fig. 5(e), where the upper two curves represent the larger cluster and the lower two the smaller cluster. The total scattering from both clusters decreases as a function of fluence, but the damaging effects of increased fluence are significantly greater in the smaller cluster.

**IV. SUMMARY AND OUTLOOK**

In summary, we analyzed the ionization dynamics and the corresponding scattering signals for Ar clusters exposed to ultraintense x-ray radiation using our MC-MD method with the aim of exploring atomic-resolution x-ray imaging in heavier, nonbiological systems. We found that, for heavier systems, one needs pulses shorter than the oft-used 5 fs guideline for the frozen-lattice approximation to be valid. We also found that Compton scattering, which plays a deleterious role in light biological systems, is much less of a factor for heavier systems. With respect to the scattering strength needed for atomic-resolution reconstruction of undamaged structures, there is a strong dependence on pulse parameters and advantages to larger systems, because (a) the scattering cross section scales more rapidly than \( N_s \), the independent atom approximation, and (b) the damage is distributed, similar to the concept of self-terminating diffraction gates in femtosecond nanocrystallography.

For heavier systems like platinum clusters, 3D atomistic coherent diffractive x-ray imaging is expected to be more tractable than for argon. The background from Compton scattering is smaller, with \( \sigma_{\text{coh}}/\sigma_{\text{abs}} \) being \( \sim 1\% \) at 8 and 4 keV compared to 10% for argon. Platinum atoms have a more favorable ratio of coherent scattering to absorption at 8 and 4 keV with \( \sigma_{\text{coh}}(\text{Pt})/\sigma_{\text{abs}}(\text{Ar}) = 30 \) and \( \sigma_{\text{coh}}(\text{Pt})/\sigma_{\text{abs}}(\text{Ar}) = 8 \). To find the optimal pulse parameters and size in heavy systems like Pt clusters, investigations with MC-MD calculations are needed. The degree of complexity of Pt calculations, however, increases enormously due to the large number of electrons. As a result, a calculation with about 107 Pt atoms will entail tracking nearly 1 million particles (electrons + nuclei). A more challenging issue lies in participation of a larger number of electronic transitions in the transient dynamics. In the sequential, multiphoton picture, the number of accessible electronic configurations (ECs) for platinum is \( >3 \times 10^8 \) at 8 keV where the sequential single photon ionization limit is 68+. By comparison, the number of electronic configurations in Ar is 1323. The 107 increase in EC number means that many replicas of MC-MD calculations are needed to converge ionization and scattering profiles. In the case of a 4 keV pulse, hidden resonances [16,67,68], easily accessible at high fluence, become important for the production of ions above 20+. This added complexity will further increase the number of replicas required to account for the many orders-of-magnitude increase in ECs. As a result, high performance computing resources are needed to investigate the ionization dynamics and scattering response of Pt clusters. Our code is highly parallelized and has achieved a good scalability on the high-performance computing platforms with hundred thousands of cores, like Mira, the petascale-scalar computer at Argonne Leadership Computing Facility. The algorithm and codes associated with implementation in a high-performance computing environment will be discussed in a forthcoming paper [77].
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**APPENDIX A: RECONSTRUCTED ELECTRON DENSITY OF SEVEN-SHELL Ar CLUSTER**

We solved the phase problem using the Relaxed Averaged Alternating Reflections (RAAR) algorithm [79] with parameter \( \beta = 0.87 \) to reconstruct the electron density in real space. Initially, a fixed spherical support with 50 a.u. diameter (slightly larger than the cluster) was used. After 200 iterations convergence was reached. Then we increased
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the support diameter to 90 a.u. to avoid truncation of the outer regions of electron density and performed 100 more RAAR iterations. Last, we applied 100 iterations of the Error Reduction (ER) [80] algorithm to reconstruct the final electron density. Figure 6 shows that reconstructed electron density with the RAAR projected on x-y, x-z, and y-z plane for different pulse parameters.

Scattering of photons on ions and electrons were calculated according to Eqs. (2)–(7) of the main paper. Since detailed testing of the orientation process was not the subject of our study, 2D scattering patterns with many random orientations of the cluster were not produced. The 3D scattering patterns were calculated on a q-space grid of 101 \times 101 \times 101 points with time steps of 0.001 fs for both the 2 fs and 30 fs pulses. The resulting scattering intensities (cross sections weighted
with the pulse intensity) were then averaged for the duration of the x-ray pulse. While the presence of Poisson noise in the 2D scattering patterns has important consequences for the orientation process, in the 3D scattering distribution (normally an average of a great number of noisy 2D patterns) the Poisson noise is reduced and can be negligible. Therefore, Poisson noise was not included in the simulation of 3D scattering patterns.

To show that the structural information is encoded in the intensity patterns, we verified the results from RAAR method using the hybrid-input-output (HIO) phase retrieval algorithm [80]. In order to speed up the calculation, the support $S$ needed in the HIO method is modified dynamically via the shrink-warp (SW) procedure [81]. Initially, the $S$ is set to be the autocorrelation function of the cluster. About a total of 1000 iterations of HIO are used and the SW procedure is applied every 100 steps. At the end 100 ER iterations are used to obtain a final electron density. The electron densities calculated from the HIO method, as shown in Fig. 7, are similar to those from the RAAR method.

**APPENDIX B: 3D IMAGING OF AN AMORPHOUS CLUSTER**

To show that 3D atomistic coherent x-ray diffractive imaging is not limited to systems with periodic or crystalline initial atomic arrangements, we have also examined the scattering response of an amorphous Ar cluster with 1123 atoms as a function of pulse fluence. The initial atomic positions of our amorphous cluster are obtained by first removing about 20% of the atoms from a seven-shell $\text{Ar}_{1415}$ cluster and allowing the remaining atoms to reach an equilibrium configuration. Figures 8(a) and 8(b) show the 2D patterns of the cluster with the same orientation collected from a 2 fs, 8 keV pulse with a fluence of $10^{12}$ photons/μm$^2$ and $10^{14}$ photons/μm$^2$. The green dots show the position of atoms of an undamaged cluster and the gray surface shows the reconstruction.
fluence of $10^{12}$ and $10^{14}$ photons/µm$^2$; the fivefold symmetry seen in Fig. 2 disappears and is replaced with a circular ring. The increased degree of electronic damage in a higher fluence ($10^{14}$ photons/µm$^2$) pulse leads to reduced visibility due to both ionization and lattice motion. Using the HIO algorithm, we are able to reconstruct the 3D electron density from 3D diffraction signals ($101 \times 101 \times 101$) with a spatial resolution of 1.97 Å in each dimension. Figures 8(c) and 8(d) show that the atomistic reconstructions from a pulse with a fluence of $10^{12}$ and $10^{14}$ photons/µm$^2$ are similar to the undamaged structure.

**APPENDIX C: EFFECTS OF ORIENTATION ON SCATTERED PHOTON NUMBERS**

In order to obtain a 3D structure, scattering signals need to be collected over a range of $q_x$, $q_y$, and $q_z$. To do that, a set of 2D patterns corresponding to different orientations are needed as each 2D pattern gives only a limited range of $q_x$, $q_y$, and $q_z$ [82]. This is different from the scattering of liquid or powder diffraction, where a collection of particles with random orientation is imaged, and a single 2D pattern is sufficient to give information about the pair correlation function [83]. In single-particle 3D diffractive imaging, the diffraction patterns plotted in terms of $N_s(\theta)$ for different cluster orientations (a) $Ar_{1415}$ at 4 keV, (b) $Ar_{12431}$ at 4 keV, (c) $Ar_{1415}$ at 8 keV, and (d) $Ar_{12431}$ at 8 keV. For (a) to (d), we rotate the y axis of the cluster in orientation 1 (dashed blue lines) by 45° to obtain orientation 2 (solid red lines). $N_s$ averaged over 100 random orientations for (e) $Ar_{1415}$ and (f) $Ar_{12431}$ at 4 keV (dashed green lines) and 8 keV (solid black lines). All cases correspond to a fluence level of $10^{11}$ photons/µm$^2$.

FIG. 9. Number of scattered photons per Shannon pixel ($N_s$) for different cluster orientations (a) $Ar_{1415}$ at 4 keV, (b) $Ar_{12431}$ at 4 keV, (c) $Ar_{1415}$ at 8 keV, and (d) $Ar_{12431}$ at 8 keV. For (a) to (d), we rotate the y axis of the cluster in orientation 1 (dashed blue lines) by 45° to obtain orientation 2 (solid red lines). $N_s$ averaged over 100 random orientations for (e) $Ar_{1415}$ and (f) $Ar_{12431}$ at 4 keV (dashed green lines) and 8 keV (solid black lines). All cases correspond to a fluence level of $10^{11}$ photons/µm$^2$. 063823-11
of scattered photons per Shannon pixel \((N_s)\) for different orientations and photon energies can be very different from each other, as shown in panels (a)–(d) in Fig. 9. By averaging over 100 random orientations, the resulting \(N_s\) plotted as a function \(q\) for different photon energies resemble each other as expected from liquid scattering or powder diffraction.
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