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 Abstract: It is a viable alternative to automatically generate Java source code based on the 
specification provided by the associated unit tests. This possibility may seem far-fetched in the 
general case, but after considering the most common restrictions, which are applied nowadays as 
best practice, it turns out that a significant part of the production code can be generated 
automatically. The goal is to generate viable implementations, which fulfill the requirements 
imposed by unit tests. According to the presented vision the modern test frameworks, 
development guidelines and computational capacities make it possible to reach this goal. 
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1. Introduction 

 The traditional approach in software development suggests applying test phases after 
the implementation steps. With the evolution of modern methodologies, these test 
phases became more and more important in order to reach better software quality. 
Countless studies confirmed the benefits [1].  
 Despite the fact that the unit tests are considered so important, they are sometimes 
neglected, because it is an additional task to keep them up-to-date with the current state 
of the production code. It is unequivocal that it is possible to generate unit tests from the 
finished source code [2], but in this way the possible benefits are lost. The most 
important value comes from the fact that the developer has to think through the 
requirements from a different point of view. 
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 Hereby, the other way around is promoted: make it possible to generate the 
production code from the test code by adhering to a few basic guidelines, most 
importantly to mock the dependencies.  
 Most of the time there is an unlimited number of possible solutions, out of which the 
suitable ones can be selected by using heuristics. Showing possible implementations 
might significantly speed up the development process. 
 This approach promises other possible advantages, which include full test coverage, 
mutation-based testing techniques, better code quality, another form of documentation 
and code re-use. 

2. Related work 

 The concept of automatic programming has a long history. In 1954 the term was 
used to describe (Fortran) compilers [3]. In the early ages of computer programming, 
even a simple compiler could improve significantly the productivity of a software 
engineer. The currently available hardware makes it possible to use high level 
programming languages, which abstract away the prosaic concerns of software 
development, like garbage collection or pointer handling. 
 Automatic programming aims to provide a higher-level approach than the one which 
is currently available for the programmer [4]. At present, an extended form of this 
concept is used. It covers the synthesis of an algorithm based on various models. It 
might provide a correctness proof for the algorithm. The main target of using these 
formal methods for program synthesis is the embedded systems and safety-critical 
systems [5]. It is expensive and time consuming to formalize a specification, but it has 
huge benefits. Upon using a certified tool for program synthesis, the source code 
development and verification happens almost instantly. 
 There are several techniques for program synthesis. Traditionally they use a form of 
theorem proving [6]. In these cases, the input of the process is a specification in a 
standard equation form. Another approach is to implement the specification as a 
simpler, but less efficient program [7]. These have the advantage of completeness of 
specification and proven verification, but these specifications are often hard to write and 
difficult to check with an automated formal verification technique. 
 The characteristics of the domain (of the software under development) in a 
significant part of the cases make it unfeasible to use formal methods [8]. Sometimes it 
is worth to decompose the task based on these characteristics. There are several agile 
methodologies, which aim to embrace formal methods in a modern software 
development project [9], [10]. 
 Automatic program synthesis has many practical applications [11], [12]: automating 
repetitive programming tasks [13], reaching optimal code sequences [7], unfolding 
high-level specifications [14], [15] or reverse-engineering obfuscated software 
components [11]. These are very specific goals, which may be helpful in the targeted 
situation, but they do not provide aid in a software development process in an 
unobtrusive manner. 
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 It is not uncommon to use a component-based approach in program synthesis [11]. 
Modern enterprise applications frequently use the abstraction level of components [16] 
in order to reach the appropriate level of maintainability and flexibility. 
 Most of the program synthesis tools aim to handle a limited part of the codebase: a 
few instructions, a method or an algorithm. For example, the peephole optimizers [17] 
work with a limited number of instructions. There are approaches, which target a top-
down strategy [18]. These create a decomposition of the initial specification into a 
hierarchy of specifications for sub-problems. 

3. Restrictions 

 A widespread solution for managing complexity [19] is to apply strict regulations 
regarding the size of different source entities. For example, classes should have one 
responsibility (one reason to change) or functions should do one thing, [20]. If the 
software engineers follow these conventions, methods with just a few lines of code 
become quite typical. In these cases, the number of conceptually similar methods is 
higher and it makes the pattern recognition algorithms much more feasible. This 
research is narrowed to methods with a few loops (maximum two) and a limited number 
of lines (maximum 20). 
 The strong restriction of statelessness was chosen. Stateless components are very 
common because of the simplicity and inherent thread safety. This restriction might be 
bypassed by treating the actual state as a parameter. These stateless components operate 
on data objects, which contain only minimal behavior: getters-setters, hash code 
calculation, equality test and possible serialization algorithm. 
 Another important presumption is that the tests should be as specific as possible. 
The output of the operations should be verified extensively, preferably with equality 
assertions. 
 According to this methodology, the units (the classes) are tested in isolation without 
dependencies. This is achievable by using a mocking framework [2]. The used test 
doubles may contain the minimal amount of logic, which is needed for proper testing, 
but the boundaries between the components under development should be specific in 
regards of the parameters and return values. 

4. Importance of mocking 

 In everyday software development - upon unit testing - it is appropriate to use a 
mocking framework in order to test a class in isolation, independently from its 
dependencies. Generally, this approach is inevitable in situations like: unavailability of 
dependencies (e.g. unfinished software components), high cost of invoking/testing 
dependencies (e.g. web service, database connection), strict isolated testing (e.g. avoid 
the effects of deficient dependencies), nondeterministic behavior (e.g. random), special 
interactions (e.g. test callbacks) [2]. 
 In the examples from Listing 1 and Listing 2 the strong relationship between the 
production code and the test code is demonstrated. The behavior of the dependencies is 



6 E. FERENCZ, B. GOLDSCHMIDT 

Pollack Periodica 12, 2017, 2 

specified in Listing 2. These mocked methods represent valuable information for the 
process of source code generation, because - when used in this specific form - show a 
snapshot of their parameters from the data flow and specify additional input data for the 
subsequent operations. In this way the additional complexity of the dependencies is 
completely avoided and the flow of the executed business logic is specified with more 
details. 

Listing 1 

Example of a business method with external dependencies  
(productStore and categoryStore) 

BigDecimal getVatFraction(Long productId) { 
   Product product = productStore.loadProduct(productId); 
   Category category =  
      categoryStore.loadCategory(product.getCategoryId()); 
   return category.getVatFraction(); 
} 

Listing 2 

Test code for isolated testing of business method from Listing 1 

void testGetVatFraction() { 
   // Setup 
   Long productId = 73L; 
   Long categoryId = 93L; 
   BigDecimal vatFraction = new BigDecimal("0.27");
   Product dummyProduct = new Product(); 
   Category dummyCategory = new Category(); 
   dummyProduct.setCategoryId(categoryId); 
   dummyCategory.setVatFraction(vatFraction); 
   when(productStore.loadProduct(productId)) 
      .thenReturn(dummyProduct); 
   when(categoryStore.loadCategory(categoryId)) 
      .thenReturn(dummyCategory); 
   // Exercise 
   BigDecimal result = vatCalculator 
      .getVatFraction(productId); 
   // Verify 
   assertSame(vatFraction, result); 
} 

 The previously described code snippet represents a straightforward situation, 
because the test method abides by the previously described guidelines. To generate the 
source (Listing 1) based on the test (Listing 2), first the data dependencies between the 
return value, the two mocked methods and the input parameters have to be analyzed. 
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 The analysis in this case results in a straightforward process, because the input-
output pairs can be clearly identified. The process involves a basic transformation in the 
form of calling getter methods of data classes (Product and Category). The illustration 
of the result (Fig. 1) for the source from Listing 1 shows the basic data flow of the input 
parameters and how they are derived from the available variables. It demonstrates a 
clear path of calculations. 

 

Fig. 1. Data dependency analysis 

 Some pragmatic cases manifest algorithms and transformations that are more 
sophisticated. These might be addressed by using different techniques, but even the 
coverage of the simplest situations - like the example before - results in a great benefit 
in day-to-day development tasks. 

5. The source generation process 

 Three different approaches are proposed to generate the source code from the test 
methods. These use the following information, which are available from the test 
methods: 

• Signature of the method; 
• Input and assertions of the output test data; 
• Parameters (optional) and the results of the invoked external dependency 

methods from mocks; 
• Number of invocations to the different external dependency methods. 
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5.1. Naive approach 

 The naive approach is suitable to decide whether the provided test data and 
behavioral information is theoretically possible to be fulfilled with a stateless method, 
tested in isolation. An example for such unrealizable situation is expecting different 
outcomes from the same input data and environment, because these un-deterministic 
fragments should be isolated for reliable unit testing. 
 The naive approach implements separate branches (if statements) based upon the 
input data, then it invokes the external dependency methods with the predefined 
parameters and finally decides the result of the method. 
 Irresolvable situations might appear if the algorithm cannot decide between the 
different external dependency method calls, specified by the different test cases. This 
situation is only possible if the input data specified by two test cases are identical, but 
these test cases provide incompatible external method calls. 
 After the successful invocation of external methods, the input data expands with the 
results of these calls and then the same decision has to be made, but now the goal is to 
determine the result of the business method. 
 To demonstrate the naive approach more pragmatically a simple method is targeted 
(without external dependencies) from an open source library. The source code with 
minor refactoring is visible in Listing 3. This method might be tested thoroughly by 
using the test cases from Table I. 

Listing 3 

Moderately complex business logic from the PagedListHolder class  
of the Spring framework 

int getPageCount(int nrOfElements, int pageSize) { 
   float nrOfPages = (float) nrOfElements / pageSize; 
   boolean plusOne =  
      nrOfPages > (int) nrOfPages || nrOfPages == 0.0; 
   return (int) (plusOne ? nrOfPages + 1 : nrOfPages); 
} 

Table I 

Test data used for the sample code from Listing 3 

nrOfElements pageSize result 
1 1 1 
5 3 2 

13 2 7 
8 7 2 
0 5 1 

 This mechanism would generate the control flow from Fig. 2. For each tested input 
the output is available, so a branch is generated for each input pair. The unspecified 
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inputs in this case can only be covered with an exception, because the other results 
cannot be predicted. 

5.2. Constructive approach 

 The Constructive approach is a form of program synthesis where the specification is 
not a precise formula, just input and output data pairs. Of course, this gives space to 
multiple or even an unlimited number of possible method implementations. According 
to the herby presented vision, this is even desirable, because showing multiple - 
significantly different - solutions to the same problem (which give diverse results for the 
unspecified inputs) demonstrates that the provided test cases does not provide enough 
certainty. 

 

Fig. 2. The generated control flow of the naive approach 

 The implementation of this approach (Listing 4) starts from the input parameters and 
then traces the possible calculations to the output values. Possible calculation steps may 
come from: data transformations, mocked methods and control structures (branch, 
loop). The algorithm generates every possible output value given the inputs and the 
calculation steps. If the output values match the expected test results, the path method 
retraces the executed calculation steps for reproduction. The alternatives collection 
might be used to demonstrate alternative implementations for the developer, because it 
stores alternative ways to reach some of the values. 
 It is possible to manage the cases where the data output of the targeted method is 
unknown. The different calls to mocked methods and their parameters are considered to 
be assertions, which should be fulfilled as well. 
 The algorithmic complexity may get out of hand upon chaining multiple 
transformations and applying multiple control structures. In practice the number of 
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possible transformations is limited by the data type in use, so an extensive search is 
possible in this manner. Generally, the synthesis is hindered by the control statements, 
which increase the method complexity. 
 There are multiple metrics [21], which are targeted to measure the complexity of a 
method. The most notable ones are the cyclomatic complexity [22] and the NPath 
complexity [23]. Generally, these are limited on a software development project to 
ensure the maintainability, so - from an algorithmic complexity point of view – these 
are considered as small constant values. 

Listing 4 

Algorithm of the constructive approach 

Input: 
 tests: test data (input-output pairs) 
 mockCalls: test data (input-output pairs) 
 operations: allowed operations 
  
Algorithm: 
 interimStates = empty set; 
 interimStates.add(input(tests)); 
 alternatives = empty set; 
 while (not interimStates contain output(tests)) { 
  for (each (op, s[]) from  
   (operations union mockCalls, interimStates)) { 
   if (typeMatch(op, s)) { 
    newState = (op(s), s, op); 
    if (not interimStates contains newState) { 
     interimStates.add(newState) 
    } else { 
     alternatives.add(newState) 
    } 
   } 
  } 
 } 
 match = find(interimStates, output(tests)) 
 code = path(match) 

 Branches can also be synthesized if their usage implies shorter execution paths. A 
sufficient amount of test data is needed, because branches can only be generated if 
complete branch coverage is achieved. 
 The most insecure part of the process is the consolidation of conditional expressions. 
Generally, it is recommended to use boundary testing in order to ensure the best output 
of the classification process. 
 Mechanism for solving the general case of re-engineering a loop has not been found. 
Some common cases can be easily detected (for example an iteration over a collection), 
but even a simple prime check seems impossible to reproduce using automatic 
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programming without further hints. The detection of these types of algorithms can be 
implemented explicitly in the source generator engine. 
 Multiple optimizations are applied in order to reduce the number of combinations in 
the program synthesis. The primary goal is to produce one possible implementation, but 
showing multiple possibilities is also desired. 
 It is common that two or more simple calculation fragments result in the same 
outcome when used with the same input test data. In this case, only one should be kept 
for further work, the other ones just make it possible to produce more than one solution. 
 Generally, the type of the input data imposes strict constraints upon the possible 
transformations, which makes it possible to retrace longer calculation flows. Other data 
types might provide a multitude of possible operations, which makes unfeasible the 
synthesis process. In such cases, it is advisable to provide hints to the engine in order to 
avoid unnecessary calculations with irrelevant steps. 
 In general, the best approach for effective synthesis is to design short methods, 
which are only meant to do one thing. Multiple well-known patterns suggest such 
solution; the most notable one is the composed method pattern [24] from Kent Beck. 

5.3. Abstract search based approach 

 Software engineers re-implement well-known algorithms or code snippets 
frequently. An example for this situation is presented in Listing 3. Certainly this page-
count method appears in almost every user interface framework. On one hand despite of 
this certainty it might seem strange to use the common way of dealing with duplication 
and to provide a library with these methods. On the other hand, if there were a library 
with this method, it would be time consuming to find it. 
 The abstract search based approach suggests a solution to this problem. The 
implementations are stored and indexed in order to make them available for source code 
synthesis. Developers may search between these predefined implementations by using 
the provided information from the tests. 
 Several code duplication detection methods are already available for use [25]. 
Generally, they use some kind of abstraction in order to reveal repetitions, which are not 
line-by-line equivalent, but logically identical. These techniques are good candidates for 
further improvement. 
 During the abstraction process, the reproducible parts of the source code should be 
suppressed. For example, in case of a parameter, which is a simple data class, it is 
irrelevant what the concrete type is, the used primitive data types and their constraints 
should be kept only. 
 The methods from external dependencies should be omitted too, because according 
to the previously assumed restrictions, they will be mocked out during the testing phase. 
 Finally, the most relevant parts are the control structures and most importantly the 
loops, because they cannot be reproduced based upon the tests. 
 The number of stored algorithms grows quickly, so these should be indexed using a 
B+ tree, which guarantees logarithmic time complexity upon query operations. The 
actual indexed values should consist of the test data. As new searches with appropriate 
data types are started, these indexes should be supplemented with the newly tested 
values. 
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5.4. Effectiveness of the abstract search based approach 

 The abstract search based approach is effective for frequently used well known 
algorithms. The most common challenges are most likely to be even covered by 
multiple algorithms. Generating the business method demonstrated in Listing 3 with the 
constructive approach is a computationally intensive task, because of the long and 
complex transformation chain demonstrated in Fig. 3. In this figure the nodes represent 
calculation steps, the arrows show where the input values come from. 

 

Fig. 3. The transformation chain of the algorithm from Listing 3 

 The longest transformation chain in the process has five transformations/ 
combinations and a branch. Upon producing long transformation chains the size of the 
search space grows exponentially. The implemented tool managed to reproduce 
similarly complex algorithms in a short time frame (less than one minute) on 
commodity hardware by limiting the number of possible instructions to the ones, which 
appear in this calculation. 
 Even with a large number of stored algorithms and test data, the lookup is generally 
much faster than the constructive approach, because it has a logarithmic complexity 
instead of the exponential complexity of the constructive approach. 

6. Advantages 

6.1. Benefits for software development 

 A source code generator cannot substitute the work of the software engineer, 
because the generated code has to be interpreted and reviewed to ensure that enough test 
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cases are provided to reach the goals. This tool may be useful to present alternative 
implementations, which might be the base of the final source code. 
 A recurring issue in everyday software development is to obey the coding 
guidelines, apply the usual patterns in the source code. Automatic program synthesis 
may contribute significantly to reach these goals, because these aspects might be easily 
preconfigured.  
 In order to provide these benefits a test driven development technique should be in 
use. 

6.2. Benefits for unit testing 

 Upon testing the algorithm from Listing 3 with the test data from Table I code 
coverage tools report 100% instruction and branch coverage. 
 The constructive approach was used to reproduce the same logic from the test data. 
The number of possible instructions was limited to the few relevant ones: type 
conversions between integer and float, division, zero equality check, or Boolean 
operator and greater than relational operator. 
 The shortest solution provided by the generator tool (Listing 5) was very similar, but 
with a minor difference. The condition of the branch has changed, so the transformation 
chain is shorter by one transformation. 

Listing 5 

Reproduced version of the method from Listing 3 

int getPageCount(int nrOfElements, int pageSize) { 
   float nrOfPages = (float) nrOfElements / pageSize; 
   boolean plusOne =  
      nrOfElements > pageSize || nrOfElements == 0;
   return (int) (plusOne ? nrOfPages + 1 : nrOfPages); 
} 

 This is a mutation of the original code, which is not covered by the provided unit 
tests. Adding the (12, 2) test to the test suite provides the necessary test coverage for the 
tool to generate the same logic as the original method. 
 Mutation testing tools contain a predefined set of mutators and the goal is to produce 
non-equivalent mutations. The proposed approach is to generate test-equivalent, but 
shorter mutations. In this way, those parts of the source code can be highlighted, which 
are not justified by the associated unit tests. 

7. Conclusions 

 In this article a novel approach in test driven software development was presented. It 
started with describing the state of the art techniques in enterprise software 
development, which are essential for the feasibility of the approach. Experimental 
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source code generation techniques were described and demonstrated on common code 
snippets. Finally, the possible benefits and usages of the tool were discussed. 
 Currently the project is in a prototyping state, which means that the usage is 
cumbersome, it is time consuming to analyze a larger codebase. The next goal is to 
measure the amount of source code, which could have been generated with this 
methodology on a modern software development project. 
 The long-term goal is to increase this coverage and to present a tool, which can 
automatically process the provided unit tests in order to suggest viable implementations 
based on its configuration. 
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