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SELF-DUALITY AND SCATTERING MAP FOR THE HYPERBOLIC VAN
DIEJEN SYSTEMS WITH TWO COUPLING PARAMETERS (WITH AN

APPENDIX BY S. RUIJSENAARS)

BÉLA GÁBOR PUSZTAI

Abstract. In this paper, we construct global action-angle variables for a certain two-parameter
family of hyperbolic van Diejen systems. Following Ruijsenaars’ ideas on the translation invariant
models, the proposed action-angle variables come from a thorough analysis of the commutation re-
lation obeyed by the Lax matrix, whereas the proof of their canonicity is based on the study of the
scattering theory. As a consequence, we show that the van Diejen system of our interest is self-dual
with a factorized scattering map. Also, in an appendix by S. Ruijsenaars, a novel proof of the spectral
asymptotics of certain exponential type matrix flows is presented. This result is of crucial importance
in our scattering-theoretical analysis.
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1. Introduction

The action-angle duality, or Ruijsenaars duality, is one of the most attractive features of the
Calogero–Moser–Sutherland (CMS) [1, 2, 3, 4, 5, 6] and the Ruijsenaars–Schneider–van Diejen
(RSvD) [7, 8, 9, 10, 11] integrable many-particle systems. At the classical level, in the context of the
translation invariant rational and hyperbolic models associated with the A-type root systems, this fas-
cinating phenomenon was discovered by Ruijsenaars in the seminal paper [12]. Due to the importance
of this observation, using various advanced techniques ranging from the methods of gauge theory to
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the machinery of symplectic reductions, by now the duality properties have been reinterpreted, and
also exhibited for a much wider class of A-type models (see e.g. [13, 14, 15, 16, 17, 18, 19, 20, 21, 22]).

Although the translation invariant members of the RSvD family have drawn considerable attention,
the theory of the classical multi-parametric non-A-type integrable deformations introduced by van
Diejen [10, 11] is far less developed. For brevity, in the rest of the paper the non-A-type members of
the RSvD family are simply referred to as the van Diejen systems. Now, the transparent asymmetry
between the maturation of the theories of the classical A-type and non-A-type models is probably best
elucidated by the somewhat surprising fact that no Lax representation is known for the most general
van Diejen dynamics. Of course, it was observed already in the early stage of the developments that
by folding the A-type root systems one can construct Lax matrices of type C and BC, but only with
a single coupling parameter [12]. As concerns the D-type models, only partial results are available
for small values of the number of particles [23]. Nevertheless, to close the gap, the last couple of years
have witnessed the emergence of some new ideas in the literature to cope with the intricacies posed by
the classical van Diejen models. Indeed, by working out Lax matrices for the most general rational
variants of the RSvD family associated with the BC-type root systems, the duality properties of
these special non-A-type van Diejen models are also settled completely (see [24, 25, 26]). Prior to
our present work, at the level of the classical hyperbolic systems, non-trivial results could be found
only in [27], where the 1-particle BC1 model is studied by direct techniques. However, as the most
recent progress in this research area, in a joint work with Görbe [28] we constructed Lax pairs for
certain two-parameter family of hyperbolic van Diejen systems, too. As a natural step forward, in
this paper we wish to uncover the self-duality property of these special hyperbolic systems.

In order to describe the van Diejen models of our interest, it proves convenient to start with the
shorthand notation

(1.1) Nm = {1, . . . , m} ⊂ N (m ∈ N).

Furthermore, take an arbitrary n ∈ N, let N = 2n, and consider the open subset

(1.2) P = {p = (ξ,η) = (ξ1, . . . , ξn, η1, . . . , ηn) ∈ RN | ξ1 > . . . > ξn > 0},
that we endow with the smooth manifold structure inherited from the ambient space RN . Note that
the functions λ1, . . . , λn, θ1, . . . , θn ∈ C∞(P ) defined by the formulae

(1.3) λa(p) = ξa and θa(p) = ηa (a ∈ Nn, p ∈ P )

provide a global coordinate system on P . For consistency with the terminology of the Ruijsenaars–
Schneider models, the coordinates λa and θa are usually called the particle positions and the particle
rapidities, respectively. For brevity, we also introduce the notations

(1.4) xa = λa and xn+a = θa (a ∈ Nn).

Note that the even dimensional manifold P can be equipped with the symplectic form

(1.5) ω =
n∑

a=1

dλa ∧ dθa,

which is natural in the sense that thereby we can think of (P, ω) as a model of the cotangent bundle
of the configuration space

(1.6) Q = {ξ = (ξ1, . . . , ξn) ∈ Rn | ξ1 > . . . > ξn > 0}.
Upon introducing the N ×N matrix

(1.7) Ω = [Ωk,l]1≤k,l≤N =

[
0n 1n

−1n 0n

]
,
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observe that the Poisson bracket associated with ω (1.5) takes the form

(1.8) {f, g} =
N∑

k,l=1

Ωk,l
∂f

∂xk

∂g

∂xl

(f, g ∈ C∞(P )).

In particular, the distinguished coordinates (1.3) are canonical, i.e.,

(1.9) {λa, λb} = 0, {θa, θb} = 0, {λa, θb} = δa,b (a, b ∈ Nn).

To proceed further, let g = (µ, ν) ∈ R2 be an arbitrary point satisfying

(1.10) sin(µ) 6= 0 6= sin(ν),

and for each a ∈ Nn define the function

(1.11) ug
a =

(
1 +

sin(ν)2

sinh(2λa)2

) 1
2

n∏

c=1
(c 6=a)

(
1 +

sin(µ)2

sinh(λa − λc)2

) 1
2
(
1 +

sin(µ)2

sinh(λa + λc)2

) 1
2

∈ C∞(P ).

In passing we mention that in the above expression the values of the parameters µ and ν matter only
modulo π. Now, the n-particle van Diejen model of our interest is the classical Hamiltonian system
(P, ω,Hg) characterized by the smooth Hamiltonian

(1.12) Hg =
n∑

a=1

cosh(θa)u
g
a.

Remembering the integrable many-particle models introduced in [10, 11], it is clear that this Hamil-
tonian system does belong to the hyperbolic RSvD family with two independent coupling parameters
µ and ν.

Having defined the key player, now we wish to summarize the content of the rest of the paper. In
the next section we gather the necessary background material underlying the study of the van Diejen
system (1.12). Since our present work can be seen as a natural continuation of [28], the reader may
find it convenient to have a copy of [28] on hand for the proofs of the results outlined in Section 2.

Turning to the study of the commutation relation (2.37) obeyed by the Lax matrix L (2.33) of the
van Diejen system (1.12), in Section 3 we construct a diffeomorphism Ψg (3.102) from the spectral

data associated with the Lax matrix. Since its components θ̂ga (3.1) and λ̂g
a (3.100) are defined with

the aid of the diagonalization of L, the construction of Ψg is of purely algebraic nature. We wish to
emphasize that this construction is a direct generalization of Ruijsenaars’ approach on the translation
invariant models [12], so it is natural to expect that the globally defined smooth functions θ̂ga and λ̂g

a

(a ∈ Nn) are actually action-angle coordinates for the Hamiltonian system (1.12).
To prove that they do form a Darboux system, in Section 4 we turn our attention to the scattering

properties of (1.12). Of course, this idea was the other cornerstone of the developments presented in
[12], but our implementation is quite different. Indeed, rather than using techniques from the theory
of functions of several complex variables, in Section 4 we apply straightforward dynamical system
techniques, and a bit real analysis, to prove the canonicity of the proposed action-angle variables.
The main result of the paper is formulated in Theorem 24. This theorem allows us to complete the
study of the scattering theory, too. Namely, as formulated in Theorem 25, we show that the Møller
wave transformations are symplectomorphisms. Moreover, from the explicit formula (4.197) we see
that the scattering map S has a factorized form. In Section 5 we briefly discuss the consequences of
our results. Also, we pose some open problems related to the theory of the van Diejen type particle
systems. We conclude the paper with an appendix by S. Ruijsenaars, on the spectral asymptotics of
certain exponential type matrix flows.
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2. Preliminaries

In this short section we wish to summarize the fundamental algebraic properties of the Lax matrix
of the van Diejen system (1.12) we constructed in [28]. To make the presentation essentially self-
contained, and also to fix the notations, it is expedient to start with a brief overview on the underlying
Lie theoretical objects. As a rule, the manifolds appearing in this paper are real and smooth.

2.1. Background material from Lie theory. One of the most important observations we made
in [28] is that many properties of the van Diejen systems (1.12) can be understood in a geometric
setup based on the non-compact reductive matrix Lie group

(2.1) G = U(n, n) = {y ∈ GL(N,C) | y∗Cy = C},
where

(2.2) C =

[
0n 1n

1n 0n

]
∈ GL(N,C).

It is clear that the Lie algebra of G (2.1) can be identified with

(2.3) g = u(u, n) = {Y ∈ gl(N,C) | Y ∗C + CY = 0}.
Notice also that the set of unitary elements

(2.4) K = {y ∈ G | y∗y = 1N} ∼= U(n)× U(n)

forms a maximal compact subgroup in G (2.1), and the corresponding Lie subalgebra takes the form

(2.5) k = {Y ∈ g | Y ∗ + Y = 0} ∼= u(n)⊕ u(n).

By taking the complementary subspace

(2.6) p = {X ∈ g | X∗ = X},
we end up with the Z2-gradation

(2.7) g = k⊕ p,

which is actually orthogonal with respect to the trace pairing defined on the matrix Lie algebra g (2.3).
Note that at the Lie group level the natural analogue of this decomposition is the diffeomorphism

(2.8) C : p×K → G, (X, k) 7→ eXk.

As a further ingredient, recall that the restriction of the exponential map onto the subspace p (2.6) is
injective. Moreover, by taking the image of p under the exponential map, in G we obtain the closed
embedded submanifold

(2.9) P = exp(p) = {eX ∈ G | X ∈ p}.
As a matter of fact, it coincides with the set of positive definite elements of G; that is,

(2.10) P = {y ∈ U(n, n) | y > 0}.
We mention in passing that, due to the global Cartan decomposition (2.8), P can be identified with
the non-compact symmetric space associated with (G,K), i.e., P ∼= G/K.

Besides the above basic objects, in the following we shall also need some finer elements from the
structure theory of G (2.1). As the first step toward this goal, in p (2.6) we introduce the maximal
Abelian subspace

(2.11) a = {X = diag(x1, . . . , xn,−x1, . . . ,−xn) | x1, . . . , xn ∈ R}.
Moreover, for the subset of the off-diagonal elements of p we introduce the notation a⊥. Clearly the
centralizer of a in K (2.4) is the Abelian Lie group

(2.12) M = {diag(eiχ1, . . . , eiχn, eiχ1, . . . , eiχn) | χ1, . . . , χn ∈ R}
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with Lie algebra

(2.13) m = {diag(iχ1, . . . , iχn, iχ1, . . . , iχn) | χ1, . . . , χn ∈ R}.
Now, if m⊥ denotes the set of the off-diagonal elements of the subalgebra k (2.5), then by (2.7) we
can write the refined orthogonal decomposition

(2.14) g = m⊕m⊥ ⊕ a⊕ a⊥.

We proceed by noting that for all

(2.15) X = diag(x1, . . . , xn,−x1, . . . ,−xn) ∈ a (x1, . . . , xn ∈ R)

the subspace m⊥ ⊕ a⊥ consisting of the off-diagonal elements of g is invariant under the action of the
linear operator

(2.16) adX : g → g, Y 7→ [X, Y ].

Thus, the restriction

(2.17) ãdX = adX |m⊥⊕a⊥ ∈ gl(m⊥ ⊕ a⊥)

is well-defined, and for its spectrum we have

(2.18) Spec(ãdX) = {xa − xb,±(xa + xb),±2xc | a, b, c ∈ Nn, a 6= b}.
Recall that in the study of the reductive Lie groups, the regular part of a (2.11) is usually defined
by the open subset

(2.19) areg = {X ∈ a | det(ãdX) 6= 0}.
From (2.11), (2.18) and (2.19) we see that

(2.20) c = {X = diag(x1, . . . , xn,−x1, . . . ,−xn) | x1 > . . . > xn > 0}
is a connected component of areg. So, giving a glance at (1.6), it is clear the configuration space Q of
the van Diejen systems (1.12) can be naturally identified with the standard Weyl chamber c (2.20),
i.e., Q ∼= c.

Due to its importance in the study of the Lax matrix of the van Diejen system (1.12), we conclude
this subsection with some important facts related to the notion of regularity. Our discussion is based
on the smooth surjective map

(2.21) a×K ∋ (X, k) 7→ kXk−1 ∈ p,

that allows us to introduce the regular part of p (2.6) by

(2.22) preg = {kXk−1 | k ∈ K and X ∈ c}.
Recall that preg is an open and dense subset of p, and the map

(2.23) c× (K/M) ∋ (X, kM) 7→ kXk−1 ∈ preg

is a diffeomorphism. Next, by taking the image of preg under the exponential map, we define

(2.24) Preg = exp(preg) = {eX ∈ G | X ∈ preg} ⊂ P.

Since the exponential map is a diffeomorphism from p (2.6) onto P (2.9), the subset Preg is open and
dense in P. Therefore, Preg can be also seen as an embedded submanifold of G. Moreover, the map

(2.25) Υ : c× (K/M) → Preg, (X, kM) 7→ keXk−1

is a diffeomorphism from c×(K/M) onto Preg. As a closing remark, for the proofs of the Lie theoretic
facts appearing in this subsection we recommend [29].
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2.2. Fundamental properties of the Lax matrix. Having reviewed the necessary objects from
Lie theory, now we wish to describe the Lax matrix we constructed in [28] for the two-parameter
family of hyperbolic van Diejen systems (1.12). As a preliminary step, for the space of the admissible
model parameters we introduce the notation

(2.26) M = {g = (µ, ν) ∈ R2 | sin(µ) 6= 0 6= sin(ν)}.
Next, for each a ∈ Nn we define the smooth function

(2.27) za : P ×M → C, (p, g) 7→ za(p, g) = zga(p),

where for each g = (µ, ν) ∈ M the g-section zga is given by

(2.28) zga = −sinh(iν + 2λa)

sinh(2λa)

n∏

c=1
(c 6=a)

sinh(iµ+ λa − λc)

sinh(λa − λc)

sinh(iµ+ λa + λc)

sinh(λa + λc)
∈ C∞(P,C).

By taking the modulus of (2.27), we let

(2.29) ua = |za| ∈ C∞(P ×M) (a ∈ Nn).

This is consistent with our earlier notation, since for all g = (µ, ν) ∈ M the g-section of ua does
coincide with the function we defined in (1.11). An equally important ingredient in the construction
of the Lax matrix is the column vector valued smooth function

(2.30) F : P ×M → CN×1, (p, g) 7→ F (p, g) = F g(p)

with components

(2.31) Fa(p, g) = e
θa(p)

2 ua(p, g)
1
2 and Fn+a(p, g) = e−

θa(p)
2 z̄a(p, g)ua(p, g)

− 1
2 (a ∈ Nn).

Finally, upon introducing the shorthand notation

(2.32) Λa = λa and Λn+a = −λa (a ∈ Nn),

let us recall that the Lax matrix we worked out in [28] is the matrix valued smooth function

(2.33) L : P ×M → P, (p, g) 7→ L(p, g) = Lg(p),

where for each g = (µ, ν) ∈ M the g-section Lg is given by the entries

(2.34) Lg
k,l =

i sin(µ)F g
k F̄

g
l + i sin(µ− ν)Ck,l

sinh(iµ+ Λk − Λl)
(k, l ∈ NN).

Concerning the relationship between the Hamiltonian Hg (1.12) and the Lax matrix L (2.33), let us
note that

(2.35) Hg =
1

2
tr(Lg).

Remember that the fact that L (2.33) takes values in P (2.9) is itself not entirely trivial (see
the proofs of Proposition 1 and Lemma 2 in [28]). However, for our present purposes it is much
more important that L obeys a Ruijsenaars type commutation relation (see equation (2.4) and the
surrounding ideas in [12]). Indeed, utilizing the matrix valued smooth function

(2.36) Λ = diag(Λ1, . . . ,ΛN) ∈ C∞(P, c),

one can easily show that ∀g = (µ, ν) ∈ M we have

(2.37) eiµeΛLge−Λ − e−iµe−ΛLgeΛ = 2i sin(µ)F g(F g)∗ + 2i sin(µ− ν)C.

Although the proof of this statement is quite straightforward (see Lemma 3 in [28]), this commutation
relation proved to be one of the cornerstones of the developments presented in [28]. As it turns out,
this relation can be seen as the starting point of the present work, too. However, compared to [28],
in this paper we take a completely different route by turning our attention to the ‘dual systems’.
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Before presenting the new results, let us not forget about an important regularity property of L.
Under the slight technical assumption that the coupling parameter belongs to

(2.38) M̃ = {g = (µ, ν) ∈ M | sin(2µ− ν) 6= 0},
in [28] we proved that the spectrum of the Lax matrix (2.33) is simple. More precisely, the statement

we made in Lemma 4 of [28] is that ∀(p, g) ∈ P ×M̃ we have L(p, g) ∈ Preg (2.24). During the whole
paper we shall assume that the map L (2.33) is regular in this sense.

3. Construction of the dual objects

Starting with this section, we wish to present our new results related to the 2-parameter family of
classical hyperbolic van Diejen systems (1.12). Following the lead of the paper [12], we shall utilize
the commutation relation (2.37) to infer the relevant spectral properties of the Lax matrix L (2.33).
As a consequence, our analysis shall naturally give rise to the ‘dual objects’ playing the fundamental
role in the construction of action-angle variables for the Hamiltonian system (1.12).

3.1. Diagonalization of the Lax matrix. As we discussed at the end of the previous section,
for all p ∈ P and g ∈ M̃ the self-adjoint Lax matrix L(p, g) (2.34) is regular in the sense that it
belongs to Preg (2.24). Bearing in mind (2.25), we see that the matrix L(p, g) can be conjugated into
a unique element of the subset exp(c) ⊂ Preg by certain elements of the compact subgroup K (2.4).
In particular, the spectrum of L(p, g) is simple. More precisely, due to the identification Q ∼= c (see
(1.6) and (2.20)), there is a unique element

(3.1) θ̂(p, g) = (θ̂1(p, g), . . . , θ̂n(p, g)) ∈ Q

such that we can write that

(3.2) Spec(L(p, g)) = {e±2θ̂a(p,g) | a ∈ Nn}.
Utilizing the spectrum of L, let us define the function

(3.3) θ̂ : P × M̃ → Q, (p, g) 7→ θ̂(p, g),

together with the matrix valued function

(3.4) Θ̂ = diag(Θ̂1, . . . , Θ̂N),

where the diagonal entries are given by

(3.5) Θ̂a = θ̂a and Θ̂n+a = −θ̂a (a ∈ Nn).

Notice that Θ̂ is smooth, i.e.,

(3.6) Θ̂ ∈ C∞(P × M̃, c).

Indeed, recalling the fact that the smooth function L (2.33) takes values in Preg, it is evident that
with the aid of the diffeomorphism Υ (2.25) we can write

(3.7) Θ̂ =
1

2
prc ◦ Υ−1 ◦ L,

where prc : c × (K/M) ։ c is the (smooth) canonical projection from the product c × (K/M) onto

the first factor c. As a trivial consequence, the smoothness of θ̂ (3.3) also follows.

As concerns the diagonalization of the matrix L(p, g) at any given point (p, g) ∈ P × M̃, later on
we shall also need information about those elements of K (2.4) that can be used to transform L(p, g)
into exp(c) by conjugation. Of course, there is a plethora of such diagonalizing elements. Indeed,
from (2.25) it is evident that the freedom of choice is completely characterized by the n-dimensional
subgroup M (2.12). Thus, aiming for uniqueness, on the diagonalizing matrices we shall impose
that the first n components of a certain column vector be strictly positive (see (3.9) below). Namely,
keeping in mind the objects defined in (2.31) and (2.36), our observation can be formulated as follows.
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Lemma 1. For all p ∈ P and g ∈ M̃ there is a unique element ŷ(p, g) ∈ K such that

(3.8) L(p, g) = ŷ(p, g)e2Θ̂(p,g)ŷ(p, g)−1,

and also ∀a ∈ Nn we have

(3.9) (e−Θ̂(p,g)ŷ(p, g)−1eΛ(p)F (p, g))a > 0.

Moreover, the resulting function

(3.10) ŷ : P × M̃ → K, (p, g) 7→ ŷ(p, g)

is smooth, i.e., ŷ ∈ C∞(P × M̃, K).

Proof. We start with the existence part of the Lemma. Let p ∈ P and g = (µ, ν) ∈ M̃ be arbitrary
elements and keep them fixed. Recalling the construction of the diagonal matrix (3.4), from (2.25)
it follows that there is an element y ∈ K such that

(3.11) L(p, g) = ye2Θ̂(p,g)y−1.

Plugging it into the commutation relation (2.37), we get

eiµeΛ(p)ye2Θ̂(p,g)y−1e−Λ(p) − e−iµe−Λ(p)ye2Θ̂(p,g)y−1eΛ(p)

= 2i sin(µ)F (p, g)F (p, g)∗ + 2i sin(µ− ν)C.
(3.12)

By multiplying this equation with the matrices

(3.13) e−Θ̂(p,g)y−1eΛ(p) and eΛ(p)ye−Θ̂(p,g)

from the left and the right, respectively, one finds immediately that

eiµe−Θ̂(p,g)y−1e2Λ(p)yeΘ̂(p,g) − e−iµeΘ̂(p,g)y−1e2Λ(p)ye−Θ̂(p,g)

= 2i sin(µ)(e−Θ̂(p,g)y−1eΛ(p)F (p, g))(e−Θ̂(p,g)y−1eΛ(p)F (p, g))∗ + 2i sin(µ− ν)C.
(3.14)

Now, focusing on the diagonal entries on the above matrix equation, it follows that ∀k ∈ NN we have

(3.15) (y−1e2Λ(p)y)k,k = |(e−Θ̂(p,g)y−1eΛ(p)F (p, g))k|2.
Notice that the matrix y−1e2Λ(p)y is positive definite, whence its diagonal entries are strictly positive.
Therefore, we conclude that

(3.16) (e−Θ̂(p,g)y−1eΛ(p)F (p, g))k 6= 0 (k ∈ NN ).

To proceed further, ∀a ∈ Nn we define the complex number

(3.17) ma =
(e−Θ̂(p,g)y−1eΛ(p)F (p, g))a

|(e−Θ̂(p,g)y−1eΛ(p)F (p, g))a|
.

Since |ma| = 1, from (2.12) it is clear that

(3.18) m = diag(m1, . . . , mn, m1, . . . , mn) ∈ M

is well-defined, just as the group element

(3.19) ŷ(p, g) = ym ∈ K.

Since the subgroup M (2.12) is the centralizer of a in K, from (3.11) it is immediate that

(3.20) L(p, g) = ŷ(p, g)e2Θ̂(p,g)ŷ(p, g)−1.
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Keeping in mind the definition (3.17), it is also evident that ∀a ∈ Nn we can write

(e−Θ̂(p,g)ŷ(p, g)−1eΛ(p)F (p, g))a = (e−Θ̂(p,g)m−1y−1eΛ(p)F (p, g))a

= e−Θ̂a(p,g)m−1
a (y−1eΛ(p)F (p, g))a = m−1

a (e−Θ̂(p,g)y−1eΛ(p)F (p, g))a

= |(e−Θ̂(p,g)y−1eΛ(p)F (p, g))a| > 0,

(3.21)

whence the matrix (3.19) does meet the requirements we imposed in the Lemma.
As concerns the uniqueness part of the Lemma, in the light of the above calculations it is trivial.

As a matter of fact, the smoothness of the function ŷ (3.10) is also quite straightforward from the
above construction. Since Υ (2.25) is a diffeomorphism, and since the smooth map L (2.33) takes
values in Preg, the map

(3.22) Υ−1 ◦ L : P × M̃ → c× (K/M)

is well-defined and smooth. Now, by composing Υ−1 ◦L from the left with appropriate smooth local
sections of the principal M-bundle

(3.23) c×K ∋ (X, k) 7→ (X, kM) ∈ c× (K/M),

it is evident that the diagonalizing matrix y appearing in (3.11) can be chosen smoothly in a small

neighborhood of any point (p, g) ∈ P × M̃. It entails that the complex numbers ma (3.17) also
depend smoothly in the same neighborhood of (p, g). However, by virtue of the uniqueness of ŷ, at
each point of this neighborhood it must coincide with the product given in (3.19). As a consequence,
the function defined in (3.10) is smooth in a small neighborhood of any point, whence it is smooth
everywhere. �

3.2. The form of the dual Lax matrix. With the aid of the functions L (2.33) and ŷ (3.10) let
us define the matrix valued function

(3.24) L̂ : P × M̃ → Preg, (p, g) 7→ L̂(p, g) = ŷ(p, g)−1e2Λ(p)ŷ(p, g).

Utilizing F (2.30) and Λ (2.36), together with the recently introduced functions Θ̂ (3.4) and ŷ (3.10),
we also define the column vector valued function

(3.25) F̂ : P × M̃ → CN×1, (p, g) 7→ F̂ (p, g) = e−Θ̂(p,g)y(p, g)−1eΛ(p)F (p, g).

By virtue of (3.16) we have F̂k(p, g) 6= 0 for all k ∈ NN . Now, from the observations we made in the
previous subsection (see (3.6) and Lemma 1) it is evident that

(3.26) L̂ ∈ C∞(P × M̃,Preg) and F̂ ∈ C∞(P × M̃,CN×1).

Remembering (3.14), we also see that for all g = (µ, ν) ∈ M̃ the g-sections of these new objects obey
the commutation relation

(3.27) eiµe−Θ̂
g

L̂geΘ̂
g

− e−iµeΘ̂
g

L̂ge−Θ̂
g

= 2i sin(µ)F̂ g(F̂ g)∗ + 2i sin(µ− ν)C.

To proceed further, it is expedient to introduce the shorthand notation

(3.28) ĝ = (µ̂, ν̂) = (−µ,−ν).

Notice that the map

(3.29) M̃ ∋ g 7→ ĝ ∈ M̃

is a well-defined involution on the space of the admissible parameters (2.38), i.e.,

(3.30) ˆ̂g = g.

More importantly, by taking the matrix entries of the equation (3.27), we find immediately that

(3.31) L̂g
k,l =

i sin(µ̂)F̂ g
k
¯̂
F g
l + i sin(µ̂− ν̂)Ck,l

sinh
(
iµ̂+ Θ̂g

k − Θ̂g
l

) (k, l ∈ NN).
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Due to its striking similarity with (2.34), it is natural to expect intimate relationships between the

matrix valued functions L and L̂. All we need to find is the connection between the column vector
valued functions F and F̂ .

In order to reveal this missing relationship, we follow the same strategy we applied in our paper
[30] to understand the structure of the Lax matrix of the rational Cn RSvD system. As the first step,
let us observe that by multiplying both sides of the commutation relation (3.27) with the matrix C
(2.2) we get that

(3.32) eiµeΘ̂
g

(L̂g)−1e−Θ̂
g

− e−iµe−Θ̂
g

(L̂g)−1eΘ̂
g

= 2i sin(µ)(CF̂ g)(CF̂ g)∗ + 2i sin(µ− ν)C.

Therefore, for the matrix entries of the inverse of L̂g we obtain at once that

(3.33) (L̂g)−1
k,l =

i sin(µ̂)(CF̂ g)k(CF̂ g)l + i sin(µ̂− ν̂)Ck,l

sinh
(
iµ̂− (Θ̂g

k − Θ̂g
l )
) (k, l ∈ NN).

Now, the main idea is that from the relationships between certain minors of L̂g and (L̂g)−1 provided
by Jacobi’s theorem (see e.g. Theorem 2.5.2 in [31]) we can deduce characterizing equations for the
smooth functions

(3.34) ẑc = F̂c
¯̂
Fn+c ∈ C∞(P × M̃,C) (c ∈ Nn).

In complete analogy with equation (42) of [30], for any g = (µ, ν) ∈ M̃ and c ∈ Nn it proves handy
to introduce the temporary shorthand notations

Dg
c =

n∏

d=1
(d6=c)

|F̂ g
n+d|2

n∏

a,b=1
(c 6=a6=b6=c)

sinh(θ̂ga − θ̂gb )

sinh(iµ̂+ θ̂ga − θ̂gb )
∈ C∞(P,R \ {0}),(3.35)

ωg
c =

n∏

d=1
(d6=c)

sinh(θ̂gc − θ̂gd) sinh(θ̂
g
c + θ̂gd)

sinh(iµ̂+ θ̂gc − θ̂gd) sinh(iµ̂+ θ̂gc + θ̂gd)
∈ C∞(P,C \ {0}).(3.36)

Furthermore, in order to compute the minors of L̂g and (L̂g)−1, we shall need an appropriate hyper-
bolic variant of the Cauchy type determinant formulae that we borrow from the paper [32]. Namely,
by letting λ → ∞ in equation (B28) of [32], one can easily see that if α ∈ R such that sin(α) 6= 0,
and if m ∈ N, ξ1, . . . , ξm ∈ R and also η1, . . . , ηm ∈ R, then we can write

(3.37) det

([
sinh(iα)

sinh(iα + ξk − ηl)

]

1≤k,l≤m

)
= sinh(iα)m

∏
1≤k<l≤m sinh(ξk − ξl) sinh(ηl − ηk)∏m

k,l=1 sinh(iα + ξk − ηl)
.

Finally, let us keep in mind that, if m ∈ N and k ∈ Nm, then for any m×m matrix A its k×k minor
determinant corresponding to the rows r1, . . . , rk ∈ Nm and the columns c1, . . . , ck ∈ Nm is given by

(3.38) A

(
r1 . . . rk
c1 . . . ck

)
= det ([Ara,cb]1≤a,b≤k) .

Now, we are in a position to present two particularly useful relationships for the function ẑc (3.34).
Before proving them, the reader may find it convenient to skim through the formulae appearing in
the Appendix of [30].

Proposition 2. For any c ∈ Nn and g = (µ, ν) ∈ M̃ the g-section of the function ẑc (3.34) obey the

equations

sin(µ̂)

sinh(iµ̂+ 2θ̂gc )
ωg
c ẑ

g
c +

sin(µ̂)

sinh(iµ̂− 2θ̂gc )
ω̄g
c
¯̂zgc +

sin(µ̂− ν̂)

sinh(iµ̂+ 2θ̂gc )
+

sin(µ̂− ν̂)

sinh(iµ̂− 2θ̂gc )
= 0,(3.39)

sinh(2θ̂gc )
2|ωg

c ẑ
g
c |2 − sin(µ̂) sin(µ̂− ν̂)(ωg

c ẑ
g
c + ω̄g

c
¯̂zgc ) = sin(µ̂)2 + sin(µ̂− ν̂)2 + sinh(2θ̂gc )

2.(3.40)



11

Proof. We can be brief here, since our proof is modeled on the ideas presented in subsection 3.2 of
[30]. Fix an arbitrary g = (µ, ν) ∈ M̃ and let c ∈ Nn. From the definition of L̂ (3.24) we know that

L̂g takes values in exp(preg), whence it is clear that det(L̂g) = 1. Thus, recalling the notation we
introduced in (3.38), the application of Jacobi’s theorem, as formulated in Theorem A1 of [30], leads
to the relationship

(3.41) ((L̂g)−1)⊤
(
1 . . . c . . . n
1 . . . n+ c . . . n

)
= −L̂g

(
n + 1 . . . n+ c . . . 2n
n + 1 . . . c . . . 2n

)
,

where ⊤ is the shorthand for taking transpose. Now, for brevity let X(c) denote the n × n matrix
corresponding to the minor determinant on the left hand side of the above equation. By inspecting
the entries of (L̂g)−1 (3.33), one finds immediately that

(3.42) X(c) = Y (c) +
i sin(µ̂− ν̂)

sinh(iµ̂+ 2θ̂gc )
Ec,c,

where Y (c) = [Y
(c)
a,b ]1≤a,b≤n is a Cauchy type matrix with entries

(3.43) Y
(c)
a,b =





¯̂
F g
n+a

sinh(iµ̂)

sinh(iµ̂+ Θ̂g
a − Θ̂g

b)
F̂ g
n+b, if b 6= c,

¯̂
F g
n+a

sinh(iµ̂)

sinh(iµ̂+ Θ̂g
a − Θ̂g

n+c)
F̂ g
c , if b = c,

whereas Ec,c is the n× n elementary matrix Ec,c = [δc,aδc,b]1≤a,b≤n. Keeping in mind the definitions
(3.35) and (3.36), the application of the determinant formula (3.37) immediately yields

(3.44) det(Y (c)) =
sinh(iµ̂)

sinh(iµ̂+ 2θ̂gc )
Dg

cω
g
c ẑ

g
c .

Next, giving a glance at (3.42), we see that matrix X(c) is actually a rank one perturbation of Y (c).
As is known (see e.g. equation (A.6) in [30]), in such cases we can write that

(3.45) det(X(c)) = det(Y (c)) +
i sin(µ̂− ν̂)

sinh(iµ̂+ 2θ̂gc )
C(c)
c,c ,

where C(c)
c,c is the cofactor of Y (c) associated with the entry Y

(c)
c,c . In other words, C(c)

c,c can be computed
by taking (−1)c+c = 1 times the determinant of the (n− 1)× (n− 1) submatrix obtained by deleting
the c-th row and the c-th column of Y (c). Since this submatrix is also of Cauchy type, by applying

(3.37) we get immediately that C(c)
c,c = Dg

c . Thus, by putting the above formulae together, we end up
with the expression

(3.46) det(X(c)) =
i sin(µ̂)

sinh(iµ̂+ 2θ̂gc )
Dg

cω
g
c ẑ

g
c +

i sin(µ̂− ν̂)

sinh(iµ̂+ 2θ̂gc )
Dg

c .

To proceed further, we turn to the study of the right hand side of (3.41). Along the same lines as
above, one obtains that

(3.47) L̂g

(
n+ 1 . . . n+ c . . . 2n
n+ 1 . . . c . . . 2n

)
= det(X(c)),

and so the relationship (3.41) can be rewritten as

(3.48) det(X(c)) + det(X(c)) = 0.

Since Dg
c (3.35) is non-zero and real at each point of the phase space, the relationship displayed in

(3.39) emerges at once as an immediate consequence of the equations (3.46) and (3.48).
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In order to get an independent relationship for ẑc (3.34), notice that by Jacobi’s theorem we can
also write that

(3.49) ((L̂g)−1)⊤
(
1 . . . n n + c
1 . . . n n + c

)
= L̂g

(
n+ 1 . . . n̂ + c . . . 2n

n+ 1 . . . n̂ + c . . . 2n

)
,

where n̂ + c on the right means that the indicated row and column are omitted. To make it practical,
let Z(c) denote the (n+1)× (n+1) matrix corresponding to the minor determinant on the left hand
side of (3.49). Upon introducing the temporary shorthand notation

(3.50) ξk =

{
Θ̂g

k, if 1 ≤ k ≤ n,

Θ̂g
n+c, if k = n + 1,

together with

(3.51) fk =

{
F̂ g
n+k, if 1 ≤ k ≤ n,

F̂ g
c , if k = n+ 1,

one finds immediately that

(3.52) Z(c) = S(c) +
i sin(µ̂− ν̂)

sinh(iµ̂+ 2θ̂gc )
Ec,n+1 +

i sin(µ̂− ν̂)

sinh(iµ̂− 2θ̂gc )
En+1,c,

where S(c) is a Cauchy type (n + 1)× (n + 1) matrix with entries

(3.53) S
(c)
k,l = f̄k

sinh(iµ̂)

sinh(iµ̂+ ξk − ξk)
fl (k, l ∈ Nn+1),

whereas

(3.54) Ec,n+1 = [δc,kδn+1,l]1≤k,l≤n+1 and En+1,c = [δn+1,kδc,l]1≤k,l≤n+1.

Now, by applying (3.37), it is straightforward to verify that

(3.55) det(S(c)) =
sinh(2θ̂gc )

2

| sinh(iµ̂+ 2θ̂gc )|2
Dg

c |ωg
c ẑ

g
c |2.

Of course, the computation of the determinant of Z(c) is a bit more subtle. Nevertheless, the relevant
determinant formula for rank two perturbations of invertible Hermitian matrices can be also found
in the Appendix of [30]. Indeed, equation (A.8) in [30] tells us that, upon introducing the complex
valued function

(3.56) αc =
i sin(µ̂− ν̂)

sinh(iµ̂+ 2θ̂gc )
,

for the determinant of Z(c) (3.52) we can write

(3.57) det(Z(c)) = det(S(c)) + αcC(c)
c,n+1 + ᾱcC̄(c)

c,n+1 + |αc|2
|C(c)

c,n+1|2 − C(c)
c,cC(c)

n+1,n+1

det(S(c))
,

where C(c)
k,l now stands for the cofactor of S(c) associated with the entry S

(c)
k,l (k, l ∈ Nn+1). Invoking

(3.37) again, it is a routine exercise to verify that

(3.58) C(c)
n+1,c = C̄(c)

c,n+1 = − i sin(µ̂)

sinh(iµ̂+ 2θ̂gc )
Dg

cω
g
c ẑ

g
c ,
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whilst the other two relevant cofactors are given by

C(c)
c,c = Dg

c |F̂ g
c |2

n∏

d=1
(d6=c)

∣∣∣∣∣
sinh(θ̂gc + θ̂gd)

sinh(iµ̂+ θ̂gc + θ̂gd)

∣∣∣∣∣

2

,(3.59)

C(c)
n+1,n+1 = Dg

c |F̂ g
n+c|2

n∏

d=1
(d6=c)

∣∣∣∣∣
sinh(θ̂gc − θ̂gd)

sinh(iµ̂+ θ̂gc − θ̂gd)

∣∣∣∣∣

2

.(3.60)

Inserting the above formulae into (3.57), for the left hand side of (3.49) we obtain

(3.61) det(Z(c)) = Dg
c

sinh(2θ̂gc )
2|ωg

c ẑ
g
c |2 − sin(µ̂) sin(µ̂− ν̂)(ωg

c ẑ
g
c + ω̄g

c
¯̂zgc )− sin(µ̂− ν̂)2

| sinh(iµ̂+ 2θ̂gc )|2
.

As concerns the right hand side of (3.49), from (3.31) it is clear that the corresponding (n−1)×(n−1)
matrix is of Cauchy type, whence by invoking (3.37) we obtain at once that

(3.62) L̂g

(
n+ 1 . . . n̂+ c . . . 2n

n+ 1 . . . n̂+ c . . . 2n

)
= Dg

c .

Now, simply by plugging the formulae (3.61) and (3.62) into (3.49), we end up with the quadratic
relationship (3.40). �

Our next goal is to solve the system of equations given in Proposition 2 for the g-section of ẑc
(3.34). By taking the real and the imaginary parts of the smooth function ωg

c ẑ
g
c , we introduce the

shorthand notation

(3.63) Rg
c = Re(ωg

c ẑ
g
c ) ∈ C∞(P ) and Igc = Im(ωg

c ẑ
g
c ) ∈ C∞(P ) (c ∈ Nn).

Notice that (3.39) can be cast into the form

(3.64) sin(µ̂) cosh(2θ̂gc )R
g
c − cos(µ̂) sinh(2θ̂gc )I

g
c + sin(µ̂− ν̂) cosh(2θ̂gc ) = 0,

and so we get

(3.65) Rg
c = cot(µ̂) tanh(2θ̂gc )I

g
c −

sin(µ̂− ν̂)

sin(µ̂)
.

On the other hand, (3.40) can be rewritten as

(3.66) sinh(2θ̂gc )
2((Rg

c)
2 + (Igc )

2)− 2 sin(µ̂) sin(µ̂− ν̂)Rg
c − sin(µ̂)2 − sin(µ̂− ν̂)2 − sinh(2θ̂gc )

2 = 0,

thus by exploiting (3.65), for the smooth function Igc we end up with

(3.67) (Igc )
2 − 2 cos(µ̂) sin(µ̂− ν̂) coth(2θ̂gc )I

g
c + (sin(µ̂− ν̂)2 − sin(µ̂)2) coth(2θ̂gc ) = 0.

Solving this quadratic equation for Igc , it is clear that there is a function

(3.68) Sc : P × M̃ → R, (p, g) 7→ Sc(p, g) = Sg
c (p),

such that |Sc| = 1 and

(3.69) Igc = (cos(µ̂) sin(µ̂− ν̂) + Sg
c sin(µ̂) cos(µ̂− ν̂)) coth(2θ̂gc ).

Note that, a priori, the ‘sign’ Sg
c may change from point to point in an uncontrolled manner. To cure

the problem, in M̃ (2.38) we define the open subset

(3.70) M̃0 = {g = (µ, ν) ∈ M̃ | cos(µ− ν) 6= 0},



14

and for the restriction of the function Sc (3.68) to P × M̃0 we introduce the notation S̃c. The point

is that, if g = (µ, ν) ∈ M̃0, then from (3.69) we get

(3.71) S̃g
c =

tanh(2θ̂gc )I
g
c − cos(µ̂) sin(µ̂− ν̂)

sin(µ̂) cos(µ̂− ν̂)
.

From this formula it is also clear that the ‘sign’ function S̃c is smooth, i.e.,

(3.72) S̃c ∈ C∞(P × M̃0).

As a consequence, the function S̃c is constant on each connected component of the product manifold
P × M̃0. Thus, keeping in mind (3.69), (3.65), (3.63) and (3.36), one finds immediately that on any

connected component of P × M̃0 where S̃c = 1 we have

(3.73) ẑc(p, g) =
sinh(i(2µ̂− ν̂) + 2θ̂gc (p))

sinh(2θ̂gc (p))

n∏

d=1
(d6=c)

sinh(iµ̂+ θ̂gc (p)− θ̂gd(p)) sinh(iµ̂+ θ̂gc (p) + θ̂gd(p))

sinh(θ̂gc (p)− θ̂gd(p)) sinh(θ̂
g
c (p) + θ̂gd(p))

.

On the other hand, on a connected component of P × M̃0 where S̃c = −1, we can write that

(3.74) ẑc(p, g) = −sinh(iν̂ + 2θ̂gc (p))

sinh(2θ̂gc (p))

n∏

d=1
(d6=c)

sinh(iµ̂+ θ̂gc (p)− θ̂gd(p)) sinh(iµ̂+ θ̂gc (p) + θ̂gd(p))

sinh(θ̂gc (p)− θ̂gd(p)) sinh(θ̂
g
c (p) + θ̂gd(p))

.

To proceed further, the following trivial observation proves to be instrumental in selecting the correct
form of ẑc.

Proposition 3. The functions zc (2.27) and ẑc (3.34) obey the equation

(3.75)

n∑

c=1

Re(ẑc) =

n∑

c=1

Re(zc).

Proof. Looking back to (3.25), we see that F̂ = e−Θ̂ŷ−1eΛF , and so

(3.76) (CF̂ )∗ = (eΘ̂ŷ−1e−ΛCF )∗ = (CF )∗e−ΛŷeΘ̂.

As a consequence, we obtain

(3.77) tr(F̂ (CF̂ )∗) = tr(e−Θ̂ŷ−1eΛF (CF )∗e−ΛŷeΘ̂) = tr(F (CF )∗).

However, keeping in mind the definition (2.31), we can write

tr(F (CF )∗) =

N∑

j=1

Fj(CF )j =

n∑

c=1

(
Fc(CF )c + Fn+c(CF )n+c

)

=
n∑

c=1

(FcF̄n+c + Fn+cF̄c) =
n∑

c=1

(zc + z̄c) = 2
n∑

c=1

Re(zc).

(3.78)

Along the same lines, from the definition (3.34) it is also evident that

(3.79) tr(F̂ (CF̂ )∗) = 2
n∑

c=1

Re(ẑc),

and so by (3.77) the proof is complete. �

Lemma 4. For all c ∈ Nn and g = (µ, ν) ∈ M̃ the g-section of the function ẑc (3.34) has the form

(3.80) ẑgc = −sinh(iν̂ + 2θ̂gc )

sinh(2θ̂gc )

n∏

d=1
(d6=c)

sinh(iµ̂+ θ̂gc − θ̂gd) sinh(iµ̂+ θ̂gc + θ̂gd)

sinh(θ̂gc − θ̂gd) sinh(θ̂
g
c + θ̂gd)

.
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Proof. Recalling (3.70), it is clear that the open set P ×M̃0 is dense in P ×M̃. Thus, by continuity,

it is enough to prove that ∀c ∈ Nn and ∀g ∈ M̃0 the g-section of the smooth function ẑc is given by
(3.80). So, recalling our discussion surrounding the derivation of the formulae (3.73) and (3.74), it

is sufficient to show that on each connected component of P × M̃0, for all c ∈ Nn we have S̃c = −1.
Arguing by contradiction, let us suppose that there is an index c0 ∈ Nn and a connected component

O0 of P ×M̃0 such that on O0 we have S̃c0 = 1. Since the phase space P (1.2) is connected, we have

O0 = P ×N0, where N0 is a connected component of M̃0 (3.70). Now, let x0 ∈ O0 be arbitrary and
define

(3.81) N0 = {c ∈ Nn | S̃c(x0) = 1}.
Since O0 is connected, N0 is independent of the choice of the point x0. Moreover, it is a non-empty
subset of Nn, since c0 ∈ N0.

Equipped with the above objects, let g = (µ, ν) ∈ N0, and keep it fixed. Furthermore, from the
configuration space Q (1.6) take an arbitrary ξ = (ξ1, . . . , ξn), and in the phase space (1.2) for all
r, s ∈ N define a point

(3.82) pr,s = (rξ, sξ) ∈ P.

Looking back to the definition (2.28), it is clear that ∀c ∈ Nn and ∀s ∈ N we have the limit relation

(3.83) zgc (pr,s) → − exp(iν + (N − 2c)iµ) (r → ∞).

Thus, it is straightforward to verify that

(3.84)

n∑

c=1

Re(zgc (pr,s)) → − cos(ν + (n− 1)µ)
sin(nµ)

sin(µ)
(r → ∞).

Turning to the study of ẑgc (3.34), from the definition of ug
c (1.11) it is obvious that ∀c ∈ Nn and

∀s ∈ N we have ug
c(pr,s) → 1 as r → ∞, and so recalling (2.31) we obtain the limit relations

(3.85) F g
c (pr,s) → esξc/2 and F g

n+c(pr,s) → −e−sξc/2e−iν−(N−2c)iµ (r → ∞).

Looking back to the entries of the Lax matrix L (2.33), it is clear that

(3.86) Preg ∋ L(pr,s, g) → diag(esξ1, . . . , esξn, e−sξ1, . . . , e−sξn) ∈ Preg (r → ∞).

Now, let us observe that the diffeomorphism Υ (2.25) allows us to write that

(3.87) diag(esξ1 , . . . , esξn, e−sξ1, . . . , e−sξn) = Υ
(
diag(sξ1, . . . , sξn,−sξ1, . . . ,−sξn), 1NM

)
.

Moreover, due to Lemma 1, we can also write that

(3.88) L(pr,s, g) = ŷ(pr,s, g)e
2Θ̂(pr,s,g)ŷ(pr,s, g)

−1 = Υ
(
2Θ̂(pr,s, g), ŷ(pr,s, g)M

)
.

Thus, from (3.86) it follows that

(3.89)
(
2Θ̂(pr,s, g), ŷ(pr,s, g)M

)
→
(
diag(sξ1, . . . , sξn,−sξ1, . . . ,−sξn), 1NM

)
(r → ∞).

In particular, ∀c ∈ Nn and ∀s ∈ N we obtain

(3.90) θ̂c(pr,s, g) →
1

2
sξc (r → ∞).

Now, from the above observations the behavior of ẑgc (pr,s) (3.34) for r → ∞ comes almost effort-
lessly. Indeed, recalling (3.81), from (3.73) it follows immediately that ∀c ∈ N0 and ∀s ∈ N we
have

(3.91) ẑgc (pr,s) →
sinh(i(2µ̂− ν̂) + sξc)

sinh(sξc)

n∏

d=1
(d6=c)

sinh(iµ̂+ s(ξc − ξd)/2) sinh(iµ̂+ s(ξc + ξd)/2)

sinh(s(ξc − ξd)/2) sinh(s(ξc + ξd)/2)
,
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whereas equation (3.74) entails that ∀c ∈ Nn \ N0 and ∀s ∈ N we can write

(3.92) ẑgc (pr,s) → −sinh(iν̂ + sξc)

sinh(sξc)

n∏

d=1
(d6=c)

sinh(iµ̂+ s(ξc − ξd)/2) sinh(iµ̂+ s(ξc + ξd)/2)

sinh(s(ξc − ξd)/2) sinh(s(ξc + ξd)/2)
.

Keeping in mind the limit relation (3.84), notice that ∀s ∈ N from Proposition 3 we can infer that

(3.93) − cos(ν + (n− 1)µ)
sin(nµ)

sin(µ)
=
∑

c∈N0

Re

(
lim
r→∞

ẑgc (pr,s)

)
+

∑

c∈Nn\N0

Re

(
lim
r→∞

ẑgc (pr,s)

)
,

where the limits on the right can be read off from (3.91) and (3.92).
To proceed further, in the following we shall study the behavior of equation (3.93) for large values

of s. From (3.91) it follows immediately that ∀c ∈ N0 we have

(3.94) lim
s→∞

lim
r→∞

ẑgc (pr,s) = exp(i(2µ̂− ν̂) + (N − 2c)iµ̂),

whilst from (3.92) we see that ∀c ∈ Nn \ N0 we can write

(3.95) lim
s→∞

lim
r→∞

ẑgc (pr,s) = − exp(iν̂ + (N − 2c)iµ̂).

Therefore, as s → ∞, the above relationship (3.93) yields

(3.96) − cos(ν + (n− 1)µ)
sin(nµ)

sin(µ)
=
∑

c∈N0

Re
(
ei(2µ̂−ν̂)+(N−2c)iµ̂

)
−

∑

c∈Nn\N0

Re
(
eiν̂+(N−2c)iµ̂

)
.

It is straightforward to see that this equation is equivalent to

(3.97) cos(ν − µ)
∑

c∈N0

cos((2c−N − 1)µ) = 0.

However, since g = (µ, ν) ∈ N0 ⊂ M̃0 (3.70), we have cos(µ− ν) 6= 0, thus we can also write that

(3.98)
∑

c∈N0

(
ei(2c−N−1)µ + e−i(2c−N−1)µ

)
= 0.

Now, notice that in the above sum the powers of eiµ are all distinct. Recall also that our argument
is valid for any g = (µ, ν) ∈ N0, which is an open and non-empty condition on µ as well. However, if
µ varies in an open and non-empty subset of R, then the family of functions {µ 7→ eiℓµ}ℓ∈Z is clearly
linearly independent, thus (3.98) expresses a contradiction. So, necessarily, N0 = ∅, and the proof is
complete. �

To proceed further, for each c ∈ Nn we define ûc = |ẑc|. Due to Lemma 4, it is obvious that for all

g = (µ, ν) ∈ M̃ we can write

(3.99) ûg
c =

(
1 +

sin(ν̂)2

sinh(2θ̂gc )2

) 1
2 n∏

d=1
(d6=c)

(
1 +

sin(µ̂)2

sinh(θ̂gc − θ̂gd)
2

) 1
2
(
1 +

sin(µ̂)2

sinh(θ̂gc + θ̂gd)
2

) 1
2

∈ C∞(P ).

Let us observe that ûc > 1. Recalling Lemma 1 and the definition (3.25), it is also clear that F̂c > 0,
whence the function

(3.100) λ̂c : P × M̃ → R, (p, g) 7→ λ̂c(p, g) = 2 ln(F̂c(p, g))− ln(ûc(p, g))

is well-defined and smooth. Keeping in mind (3.34), it is obvious that

(3.101) F̂c = e
λ̂c
2 û

1
2
c and F̂n+c =

1

F̂c

¯̂zc = e−
λ̂c
2 ¯̂zcû

− 1
2

c .
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Now, with the aid of the functions θ̂c (3.1) and λ̂c (3.100), for each g ∈ M̃ we introduce the smooth

map

(3.102) Ψg : P → P, p 7→ Ψg(p) = (θ̂g1(p), . . . , θ̂
g
n(p), λ̂

g
1(p), . . . , λ̂

g
n(p)).

Comparing the formulae (2.28) and (3.80), it is clear that the components of F (2.31) and F̂ (3.101)
look alike. As a consequence, now we can uncover the precise connection between the matrix entries
of L (2.34) and L̂ (3.31), too. Indeed, making use of Ψg (3.102), our observations can be formulated
as follows.

Theorem 5. For all g ∈ M̃, c ∈ Nn, and j ∈ NN we can write

(3.103) ẑgc = zĝc ◦Ψg and F̂ g
j = F ĝ

j ◦Ψg,

whilst the matrix valued functions L (2.33) and L̂ (3.24) are related by

(3.104) L̂g = Lĝ ◦Ψg.

Following the terminology of [12], at this point we may call the matrix valued function L̂ (3.24)
the dual Lax matrix, whereas the name duality map seems adequate for Ψg (3.102). Of course, to
fully justify these names, the map Ψg (3.102) must meet some further conditions, that we wish to

examine in the rest of the paper. Heading toward this goal, take an arbitrary g ∈ M̃ and keep it
fixed. Recalling (2.25), (2.36), (3.4) and (3.102), it is evident that Θ̂

g
= Λ ◦ Ψg, whence (3.8) can

be rewritten as

(3.105) Lg = ŷge2Λ◦Ψg

(ŷg)−1 = Υ (2Λ ◦Ψg, ŷgM).

Thus, by composing the above functions with Ψĝ, we obtain

(3.106) Lg ◦Ψĝ = Υ
(
2Λ ◦Ψg ◦Ψĝ, (ŷg ◦Ψĝ)M

)
.

On the other hand, keeping in mind the involution (3.29) and the definition (3.24), the observation
we made in (3.104) entails that

(3.107) Lg ◦Ψĝ = L
ˆ̂g ◦Ψĝ = L̂ĝ = (ŷĝ)−1e2Λŷĝ = Υ (2Λ, (ŷĝ)−1M).

Since Υ (2.25) is a diffeomorphism, the above two equations imply that

(3.108) Λ ◦Ψg ◦Ψĝ = Λ.

Moreover, there is a unique smooth function mg ∈ C∞(P,M) such that

(3.109) (ŷĝ)−1 = (ŷg ◦Ψĝ)mg.

By applying the involution (3.29) on the last two equations, we get

(3.110) Λ ◦Ψĝ ◦Ψg = Λ ◦Ψĝ ◦Ψˆ̂g = Λ and (ŷg)−1 = (ŷ
ˆ̂g)−1 = (ŷĝ ◦Ψˆ̂g)mĝ = (ŷĝ ◦Ψg)mĝ.

Thus, recalling (3.107) and (3.106), it also follows that

Lg ◦Ψĝ ◦Ψg = (Lg ◦Ψĝ) ◦Ψg = ((ŷĝ)−1 ◦Ψg)e2Λ◦Ψg

(ŷĝ ◦Ψg)

= mĝ ŷge2Λ◦Ψg

(ŷg)−1(mĝ)−1 = mĝLg(mĝ)−1.
(3.111)

To proceed further, take an arbitrary point p = (ξ,η) ∈ P and let

(3.112) p′ = (ξ′,η′) = Ψĝ ◦Ψg(p) ∈ P.

Applying (3.110), we can clearly write that

(3.113) Λ(p′) = Λ(p),
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so the definition (2.36) leads to the relation ξ′ = ξ. Next, let us recall that the function mĝ takes
values in the subgroup M (2.12), whence it is diagonal. Therefore, due to the relationship (3.111),
for all c ∈ Nn we can write that

(3.114) Lg
c,c(p

′) = Lg
c,c(p).

Recalling (2.34) and (2.31), it is clear that

(3.115) Lg
c,c(p) = |F g

c (p)|2 = eηcug
c(p) and Lg

c,c(p
′) = |F g

c (p
′)|2 = eη

′
cug

c(p
′).

Since ξ′ = ξ, from the definition (1.11) it is evident that ug
c(p

′) = ug
c(p). Consequently, from (3.114)

we infer that

(3.116) η′c = ηc (c ∈ Nn).

Now, putting the above observations together, we see that p′ = p; that is,

(3.117) Ψĝ ◦Ψg(p) = p (p ∈ P ).

In other words, Ψĝ ◦Ψg = IdP . Applying the involution (3.29) once more, we also obtain that

(3.118) Ψg ◦Ψĝ = Ψ
ˆ̂g ◦Ψĝ = IdP .

Theorem 6. For all g ∈ M̃ the map Ψg (3.102) is a diffeomorphism with inverse (Ψg)−1 = Ψĝ.

To sum up, using essentially algebraic techniques, in this section we proved that the proposed
duality map Ψg (3.102) is a diffeomorphism. To complete the study of Ψg, we still have to investigate
its relationship with the symplectic form ω (1.5). Since our approach is built upon the scattering
theory of the van Diejen system (1.12), using mainly analytical techniques, it is favorable to relegate
this material to a separate section.

4. Scattering theory and duality

In this section we provide a rigorous treatment on the scattering theory of the particle system
governed by the Hamiltonian function Hg (1.12). Our analysis hinges on Ruijsenaars’ theorem about
the asymptotic properties of certain exponential type matrix flows (see Theorem A2 in [12]). Merging
this result with our projection method presented in [28], we shall work out the asymptotic properties
of the particle trajectories. By pushing forward this approach, the wave and the scattering maps also
become accessible. As an added bonus, in this section we shall complete the study of the self-duality
property of the van Diejen type systems (1.12), too, by proving that the duality map Ψg (3.102) is
an anti-symplectomorphism.

4.1. Recapitulation of Ruijsenaars’ theorem. To make our presentation self-contained, in this
subsection we briefly recapitulate Ruijsenaars’ aforementioned theorem. Given a quadratic matrix

(4.1) M = [Mk,l]1≤k,l≤N ∈ CN×N ,

for its leading principal minors we introduce the temporary notation

(4.2) πj(M) = det ([Mk,l]1≤k,l≤j) ∈ C (j ∈ NN ).

Clearly the subset

(4.3) M = {M ∈ CN×N | πj(M) 6= 0 (j ∈ NN )}
is open in CN×N , and the functions mj : M → C, M 7→ mj(M) defined by the formulae

(4.4) m1(M) = M1,1, mj(M) =
πj(M)

πj−1(M)
(2 ≤ j ≤ N)

are smooth. We also need the special family of diagonal matrices

(4.5) D = {D = diag(d1, . . . , dN) ∈ CN×N | Re(d1) > . . . > Re(dN)},
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and with each pair X = (M,D) ∈ M×D we associate the exponential type matrix flow

(4.6) EX : R → CN×N , s 7→ EX(s) = MesD.

Counting with multiplicities, let λX
1 (s), . . . ,λ

X
N(s) denote the not necessarily distinct eigenvalues of

EX(s). For convenience, we shall assume that

(4.7) |λX
1 (s)| ≥ . . . ≥ |λX

N (s)|.
Equipped with the above objects, we are now in a position to state Ruijsenaars’ theorem in the form
that is the most convenient in the later developments.

Theorem 7. For each pair X0 = (M0, D0) ∈ M × D there exist positive constants T0, C0, R0 > 0
and a compact subset K0 ⊂ M×D containing X0 in its topological interior such that ∀s ∈ [T0,∞)
and ∀X ∈ K0 we have

(4.8) |λX
1 (s)| > . . . > |λX

N(s)|.
Moreover, ∀s ∈ [T0,∞), ∀X = (M,D) ∈ K0 and ∀j ∈ NN we can write

(4.9) λX
j (s) = mj(M)esDj,j

(
1 + ρXj (s)

)
,

whereas for its derivative with respect to s we have

(4.10) λ̇
X

j (s) = mj(M)esDj,j
(
Dj,j +Dj,jρ

X
j (s) + ρ̇Xj (s)

)
,

where

(4.11) |ρXj (s)| ≤ C0e
−sR0 ≤ 1

2
and |ρ̇Xj (s)| ≤ C0e

−sR0 ≤ 1

2
.

We mention in passing that the theorem in its original form is sharper in the sense that in [12] we
find finer estimates on the decay (4.11) for each individual eigenvalue. For even sharper estimates,
the reader is kindly advised to study Theorem A.1 in Appendix A.

4.2. Application of Ruijsenaars’ theorem. Starting with this subsection, we wish to analyze the
dynamics generated by the Hamiltonian function Hg (1.12). Notationwise, in the rest of the whole

section we take an arbitrary g = (µ, ν) ∈ M̃ and keep it fixed. Also, for the g-section of any function

defined on P × M̃ we shall omit the superscript g, i.e., we shall write H ≡ Hg, Ψ ≡ Ψg, L ≡ Lg,
L̂ ≡ L̂g, etc.

Now, recall that the Hamiltonian vector field XH ∈ X(P ) corresponding to the Hamiltonian H
(1.12) is defined by

(4.12) XH [f ] = {f,H} (f ∈ C∞(P )).

In our paper [28] we proved that the vector field XH is complete. In other words, if p ∈ P , I ⊆ R is
an open interval containing 0, and

(4.13) I ∋ s 7→ γp(s) ∈ P

is the maximally defined integral curve of XH satisfying the initial condition γp(0) = p, then we have
I = R. This fact allows us to introduce the flow

(4.14) Φ: R× P → P, (s, p) 7→ Φ(s, p) = γp(s),

that is a smooth map (see e.g. Theorem 9.12 in [33]). Conforming with the standard convention, for
any s ∈ R and p ∈ P we define the s-section Φs : P → P and the p-section Φp : R → P by

(4.15) Φs(p) = Φp(s) = Φ(s, p).

In the following we shall apply this notation for each function defined on R× P .
Next, for the natural extensions of the coordinates (1.4) onto R× P we introduce the notations

(4.16) x̃j(s, p) = xj(p) (j ∈ NN , (s, p) ∈ R× P ).
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Upon defining

(4.17) t : R× P → R, (s, p) 7→ s,

that we call the time variable, it is evident that the family of smooth functions t, x̃1, . . . , x̃N provides
a global coordinate system on the product manifold R × P . Notice that the defining property of Φ
(4.14) can be rephrased as

(4.18)
∂(f ◦ Φ)

∂t
= {f,H} ◦ Φ (f ∈ C∞(P ))

and Φ0 = IdP . Occasionally, in the rest of the paper the partial differentiation with respect to t will
be denoted by a dot.

Equipped with the above objects, now we are in a position to make a closer inspection of the
dynamics. Due to the completeness of XH (4.12), it is natural to inquire about the properties of the
flow (4.14) for large values of s. In this respect our key observation is that the trajectories (4.13)
can be recovered from the projection method we worked out in [28]. More precisely, due to Theorem
12 in [28], we have the spectral identification

(4.19) {e±2λa◦Φ(s,p) | a ∈ Nn} = Spec
(
e2Λ(p)es(L(p)−L(p)−1)

)
(s ∈ R, p ∈ P ).

To put it simple, finding λa ◦ Φ amounts to determining the eigenvalues of the matrix flow

(4.20) R ∋ s 7→ e2Λ(p)es(L(p)−L(p)−1) ∈ GL(N,C).

As concerns the θa coordinate of Φ, notice that the equation of motion (4.18) entails

(4.21)
∂(λa ◦ Φ)

∂t
= {λa, H} ◦ Φ =

∂H

∂θa
◦ Φ = sinh(θa(Φ))ua(Φ).

Therefore, since the function ua (1.11) is independent of the particle rapidities, from the knowledge
of λa ◦ Φ it comes effortlessly that

(4.22) θa ◦ Φ = arcsinh

(
1

ua(Φ)

∂(λa ◦ Φ)
∂t

)
.

In the light of the above observations our plan is quite straightforward. Taking into account Ruijse-
naars’ theorem, we can get close control over the asymptotics of the eigenvalues of the matrix flow
(4.20). Therefore, by exploiting (4.19) and (4.22), we can squeeze information about the asymptotic
properties of the flow Φ (4.14) as well. The rest is technique.

In order to meet the requirements of Theorem 7, we still have to diagonalize the exponent of the
matrix flow (4.20). We can be brief here, since the same idea already appeared in Subsection 4.5 our
paper [28]. Recalling Lemma 1 and definition (3.24), we can write that

(4.23) L = ŷe2Θ̂ŷ−1 and L̂ = ŷ−1e2Λŷ,

thus

(4.24) L− L−1 = 2ŷ sinh(2Θ̂)ŷ−1 and e2Λ = ŷL̂ŷ−1.

It follows that ∀s ∈ R and ∀p ∈ P we have

(4.25) Spec
(
e2Λ(p)es(L(p)−L(p)−1)

)
= Spec

(
L̂(p)e2s sinh(2Θ̂(p))

)
.

To proceed further, for each m ∈ N we introduce the m×m Hermitian matrix Rm with entries

(4.26) (Rm)k,l = δk+l,m+1 (1 ≤ k, l ≤ m),

and the N ×N Hermitian matrix

(4.27) W =

[
1n 0n

0n Rn

]
.
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Since R2
m = 1m, both Rm and W are invertible with inverses

(4.28) R−1
m = Rm and W−1 = W.

Next, upon introducing the matrix valued functions

(4.29) Θ+ = 2W Θ̂W−1 and L̃ = WL̂W−1,

from (4.19) and (4.25) we conclude that

(4.30) {e±2λa◦Φ(s,p) | a ∈ Nn} = Spec
(
L̃(p)e2s sinh(Θ

+(p))
)

(s ∈ R, p ∈ P ).

Now, two observations are in order. First, notice that by construction the matrix L̃(p) is positive

definite, whence for its leading principal minors we have πj(L̃(p)) > 0 (j ∈ NN). Recalling (4.4), it

follows that mj(L̃(p)) > 0. As a consequence, L̃(p) ∈ M (4.3), and for each a ∈ Nn the function

(4.31) λ+
a : P → R, p 7→ 1

2
ln(ma(L̃(p)))

is well-defined and smooth. Second, from (4.29) it is also clear that

(4.32) Θ+ = diag(θ+1 , . . . , θ
+
n ,−θ+n , . . . ,−θ+1 ),

where

(4.33) θ+a = 2θ̂a ∈ C∞(P ) (a ∈ Nn).

As a consequence, ∀p ∈ P we have 2 sinh(Θ+(p)) ∈ D (4.5). The upshot of the above discussion is
that, for each p ∈ P , Theorem 7 is directly applicable on the matrix flow

(4.34) R ∋ s 7→ L̃(p)e2s sinh(Θ
+(p)) ∈ GL(N,C),

and so by (4.30) we can obtain information about the asymptotic properties of the flow Φ (4.14). To
formulate our first result in this direction, for each a ∈ Nn we introduce the smooth functions

Ea : R× P → R, (s, p) 7→ λa(Φ(s, p))− s sinh(θ+a (p))− λ+
a (p),(4.35)

Fa : R× P → R, (s, p) 7→ sinh(θa(Φ(s, p)))ua(Φ(s, p))− sinh(θ+a (p)).(4.36)

Lemma 8. For each point p0 ∈ P there are strictly positive constants T0, C0, R0 > 0 and a compact

subset K0 ⊂ P containing p0 in its interior such that ∀s ∈ [T0,∞), ∀p ∈ K0, and ∀a ∈ Nn we have

(4.37) |Ea(s, p)| ≤ C0e
−sR0 ≤ 1

2
and |Fa(s, p)| ≤ C0e

−sR0 ≤ 1

2
.

Proof. From our earlier discussion it is clear that the map

(4.38) Γ: P → M×D, p 7→ (L̃(p), 2 sinh(Θ+(p)))

is well-defined and smooth. Now, take an arbitrary point p0 ∈ P . Associated with X0 = Γ(p0) we also
choose the non-negative constants T0, C0, R0 > 0 and the compact subset K0 ⊂ M×D containing
X0 in its interior, whose existence is guaranteed by Theorem 7. Note that by the continuity of Γ we
can find a compact subset K0 ⊂ P such that

(4.39) p0 ∈ int(K0) ⊂ K0 ⊂ Γ−1(int(K0)).

To proceed further, let s ∈ [T0,∞), p ∈ K0 and a ∈ Nn be arbitrary elements. Since by (4.39) we
have X = Γ(p) ∈ K0, from (4.9) we infer that

(4.40) e2λa(Φ(s,p)) = ma(L̃(p))e
2s sinh(θ+a (p))

(
1 + ρXa (s)

)
,

whereas (4.10) leads to

(4.41)
∂e2λa◦Φ

∂t
(s, p) = ma(L̃(p))e

2s sinh(θ+a (p))
(
2 sinh(θ+a (p))(1 + ρXa (s)) + ρ̇Xa (s)

)
.
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From (4.40) and (4.41) it is clear that both ρXa (s) and ρ̇Xa (s) are real numbers. Moreover, due to
the estimates displayed in (4.11), they are of magnitude less than or equal to 1/2. So, by taking the
logarithm of (4.40), from the definitions (4.31) and (4.35) it is straightforward to verify that

(4.42) Ea(s, p) =
1

2
ln(1 + ρXa (s)),

and so we may write

(4.43) |Ea(s, p)| =
1

2
| ln(1 + ρXa (s))| ≤ |ρXa (s)| ≤ C0e

−sR0 ≤ 1

2
.

Next, from the equation of motion (4.21) and the relationship (4.40) we see that

∂e2λa◦Φ

∂t
(s, p) = 2

∂(λa ◦ Φ)
∂t

(s, p)e2λa(Φ(s,p)) = 2 sinh(θa(Φ(s, p)))ua(Φ(s, p))e
2λa(Φ(s,p))

= 2 sinh(θa(Φ(s, p)))ua(Φ(s, p))ma(L̃(p))e
2s sinh(θ+a (p))

(
1 + ρXa (s)

)
.

(4.44)

Notice that by plugging this formula into the left hand side of (4.41) we obtain that

(4.45) sinh(θa(Φ(s, p)))ua(Φ(s, p)) = sinh(θ+a (p)) +
1

2

ρ̇Xa (s)

1 + ρXa (s)
.

Thus, recalling the definition (4.36), we end up with the estimate

(4.46) |Fa(s, p)| =
1

2

|ρ̇Xa (s)|
1 + ρXa (s)

≤ |ρ̇Xa (s)| ≤ C0e
−sR0 ≤ 1

2
,

and so the proof is complete. �

4.3. Asymptotics along the trajectories. Somewhat informally, Lemma 8 tells us that the time
evolution of the particle positions is asymptotically linear. However, looking back to the definition
(4.36), the asymptotic characterization of the particle rapidities given by Lemma 8 is quite implicit.
To make it explicit, we need control over the value of the function ua (1.11) along the trajectories
for large values of time. As a rule for this subsection, we find it convenient to fix an arbitrary point

p0 ∈ P , together with the corresponding non-negative constants T0, C0, R0 and the compact subset

K0 given by Lemma 8. Furthermore, we introduce

(4.47) l0 = max{|λ+
a (p)| | a ∈ Nn, p ∈ K0} ≥ 0,

and

(4.48) ∆0 = min{min{θ+1 (p)− θ+2 (p), . . . , θ
+
n−1(p)− θ+n (p), 2θ

+
n (p)} | p ∈ K0} > 0.

Since K0 is compact, by the extreme value theorem both constants are well-defined.

Proposition 9. There is a constant T1 ≥ T0 such that if s ∈ [T1,∞), p ∈ K0, a, b, c ∈ Nn and a 6= b,
then

(4.49) |λa(Φ(s, p))− λb(Φ(s, p))| ≥ s
∆0

2
≥ ln(

√
2) and 2λc(Φ(s, p)) ≥ s

∆0

2
≥ ln(

√
2).

Proof. Let p ∈ K0, a, b, c ∈ Nn and suppose that a 6= b. Recalling (4.48), it is obvious that

(4.50) |θ+a (p)− θ+b (p)| ≥ ∆0 and 2θ+c (p) ≥ ∆0.
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Thus, remembering the definitions (4.35) and (4.47), from Lemma 8 it is clear ∀s ∈ [T0,∞) we can
write that

|λa(Φ(s, p))− λb(Φ(s, p))|
=
∣∣s(sinh(θ+a (p))− sinh(θ+b (p))) + λ+

a (p)− λ+
b (p) + Ea(s, p)− Eb(s, p)

∣∣
≥ s| sinh(θ+a (p))− sinh(θ+b (p))| − |λ+

a (p)| − |λ+
b (p)| − |Ea(s, p)| − |Eb(s, p)|

≥ s∆0 − 2l0 − 1 = s
∆0

2
+

∆0

2

(
s− 4l0 + 2

∆0

)
.

(4.51)

Along the same lines, one can easily infer that

(4.52) 2λc(Φ(s, p)) ≥ s
∆0

2
+

∆0

2

(
s− 4l0 + 2

∆0

)
.

So, with the constant

(4.53) T1 = max{T0, (4l0 + 2)/∆0, ln(2)/∆0}
the Proposition follows. �

As an important remark, note that in the rest of this subsection T1 shall always stand for the

constant provided by Proposition 9.

Before going into the study of the asymptotic properties of ua (1.11), notice that ∀y ∈ R satisfying
|y| ≥ ln(

√
2) we have the trivial inequalities

(4.54)
1

| sinh(y)| ≤ 4e−|y| ≤ 2
√
2,

1

sinh(y)2
≤ 16e−2|y| ≤ 8, | coth(y)| ≤ 3.

Proposition 10. There is a constant C1 ≥ 0 such that ∀s ∈ [T1,∞), ∀p ∈ K0, ∀a ∈ Nn we have

(4.55) ua(Φ(s, p)) ≤ 1 + C1e
−s∆0.

Proof. Since ∀y ≥ 0 we have ln(1+ y) ≤ y, by taking the logarithm of ua (a ∈ Nn) we can write that

(4.56) 0 < ln(ua) ≤
1

2

1

sinh(2λa)2
+

1

2

n∑

c=1
(c 6=a)

(
1

sinh(λa − λc)2
+

1

sinh(λa + λc)2

)
.

Thus, if s ≥ T1 and p ∈ K0, then from Proposition 9 and the inequalities appearing in (4.54) we can
easily infer that

(4.57) ln(ua(Φ(s, p))) ≤
1

2

1 + 2(n− 1)

sinh
(
s∆0

2

)2 ≤ 8(N − 1)e−s∆0 ≤ 4(N − 1).

Since the exponential function is convex on the interval [0, 4(N −1)], with the non-negative constant

(4.58) C1 = 2(e4(N−1) − 1)

we can write that

(4.59) 1 < ua(Φ(s, p)) ≤ exp
(
8(N − 1)e−s∆0

)
≤ 1 + C1e

−s∆0,

whence the proof is complete. �

During the later developments we shall also need control over the partial derivatives of the smooth
functions ua (1.11) along the trajectories. For brevity, we introduce the notations

(4.60) La
b =

∂ ln(ua)

∂λb
∈ C∞(P ) and La

b,c =
∂La

b

∂λc
=

∂2 ln(ua)

∂λb∂λc
∈ C∞(P ) (a, b, c ∈ Nn).
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Utilizing the auxiliary function

(4.61) Ξ(y, α) =
sin(α)2 coth(y)

sin(α)2 + sinh(y)2
(y ∈ R \ {0}, α ∈ R \ Zπ),

it is straightforward to verify that

(4.62) La
a = −2Ξ(2λa, ν)−

n∑

d=1
(d6=a)

(Ξ(λa − λd, µ) + Ξ(λa + λd, µ)) (a ∈ Nn),

while

(4.63) La
b = −Ξ(λb − λa, µ)− Ξ(λb + λa, µ) (a, b ∈ Nn, a 6= b).

As an immediate consequence of (4.54), let us also observe that

(4.64) |Ξ(y, α)| ≤ | coth(y)|
sinh(y)2

≤ 48e−2|y| (|y| ≥ ln(
√
2)).

Thus, by Proposition 9 the following result is immediate.

Proposition 11. There is a constant C2 ≥ 0 such that ∀s ∈ [T1,∞), ∀p ∈ K0, ∀a, b ∈ Nn we have

(4.65) |La
b(Φ(s, p))| ≤ C2e

−s∆0.

Proof. Let s ∈ [T1,∞) and p ∈ K0 be arbitrary elements, and also introduce the temporary shorthand
notation

(4.66) p′ = Φ(s, p) ∈ P.

Keeping in mind Proposition 9 and the estimate (4.64), from (4.62) it is clear that ∀a ∈ Nn we can
write that

|La
a(Φ(s, p))| ≤ 2|Ξ(2λa(p

′), ν)|+
n∑

d=1
(d6=a)

(|Ξ(λa(p
′)− λd(p

′), µ)|+ |Ξ(λa(p
′) + λd(p

′), µ)|)

≤ 96e−2|2λa(p′)| + 48

n∑

d=1
(d6=a)

(
e−2|λa(p′)−λd(p

′)| + e−2|λa(p′)+λd(p
′)|
)
≤ 48Ne−s∆0 .

(4.67)

On the other hand, if a, b ∈ Nn and a 6= b, then (4.63) yields

|La
b(Φ(s, p))| ≤ |Ξ(λb(p

′)− λa(p
′), µ)|+ |Ξ(λb(p

′) + λa(p
′), µ)|

≤ 48e−2|λb(p
′)−λa(p′)| + 48e−2|λb(p

′)+λa(p′)| ≤ 96e−s∆0.
(4.68)

Therefore, with C2 = 48N the Proposition follows. �

Turning to the second order partial derivatives of ln(ua), bear in mind that the partial derivative
of the function Ξ (4.61) with respect to its first variable y is given by

(4.69) Ξ′(y, α) = − 2 sin(α)2 cosh(y)2

(sin(α)2 + sinh(y)2)2
− sin(α)2

sin(α)2 + sinh(y)2
1

sinh(y)2
.

Making use of this derivative, from (4.62) and (4.63) we find immediately that

(4.70) La
a,a = −4Ξ′(2λa, ν)−

n∑

d=1
(d6=a)

(Ξ′(λa − λd, µ) + Ξ′(λa + λd, µ)) (a ∈ Nn).
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Notice that the remaining second order partial derivatives take much simpler forms. Indeed, for all
a, b ∈ Nn satisfying a 6= b we have

La
b,b = −Ξ′(λb − λa, µ)− Ξ′(λb + λa, µ),(4.71)

La
a,b = La

b,a = Ξ′(λb − λa, µ)− Ξ′(λb + λa, µ),(4.72)

whereas for all a, b, c ∈ Nn satisfying c 6= a 6= b 6= c we can write that

(4.73) La
b,c = La

c,b = 0.

Now, in order to cook up convenient estimates for the above objects, let us observe that by applying
(4.54) on (4.69) we obtain

(4.74) |Ξ′(y, α)| ≤ 2 cosh(y)2

sinh(y)4
+

1

sinh(y)2
=

2 coth(y)2 + 1

sinh(y)2
≤ 304e−2|y| (|y| ≥ ln(

√
2)).

Therefore, without going into the details, the same ideas we presented in the proof of Proposition 11
lead to the following result immediately.

Proposition 12. There is a constant C3 ≥ 0 such that ∀s ∈ [T1,∞), ∀p ∈ K0, ∀a, b, c ∈ Nn we have

(4.75) |La
b,c(Φ(s, p))| ≤ C3e

−s∆0 .

Picking an arbitrary a ∈ Nn, at this point we are in a position to measure effectively the deviation
of the rapidity θa ◦ Φ from θ+a (4.33). So, for convenience, we define the smooth function

(4.76) Ga : R× P → R, (s, p) 7→ θa(Φ(s, p))− θ+a (p).

Furthermore, with the aid of the Hamiltonian H (1.12), we introduce the strictly positive constant

(4.77) H0 = max{H(p) | p ∈ K0} > 0,

which is well-defined by the compactness of K0. Since H is a first integral, let us note that ∀s ∈ R,
∀p ∈ K0, ∀a ∈ Nn we can write that

|θa(Φ(s, p))| ≤ sinh(|θa(Φ(s, p))|) ≤ cosh(θa(Φ(s, p)))

≤ H(Φ(s, p)) = H(Φ(0, p)) = H(p) ≤ H0.
(4.78)

Before formulating our explicit result about the asymptotic properties of the rapidities, it proves
convenient to bring in the new constant

(4.79) δ0 = min{R0, ∆0} > 0.

Lemma 13. There is a constant C4 ≥ 0 such that ∀s ∈ [T1,∞), ∀p ∈ K0, ∀a ∈ Nn we can write

(4.80) |Ga(s, p)| ≤ C4e
−sδ0 .

Proof. Let s ∈ [T1,∞), p ∈ K0, a ∈ Nn be arbitrary elements. Keeping in mind (4.76) and (4.36), it
is clear that

|Ga(s, p)| ≤ | sinh(θa(Φ(s, p)))− sinh(θ+a (p))|
≤ |Fa(s, p)|+ | sinh(θa(Φ(s, p)))(1− ua(Φ(s, p)))|.

(4.81)

However, recalling (4.79), by Lemma 8 we can write

(4.82) |Fa(s, p)| ≤ C0e
−sR0 ≤ C0e

−sδ0 ,

whereas from Proposition 10 and the observation we made in (4.78) it is immediate that

| sinh(θa(Φ(s, p)))(1− ua(Φ(s, p)))| = sinh(|θa(Φ(s, p))|)(ua(Φ(s, p))− 1)

≤ H0C1e
−s∆0 ≤ H0C1e

−sδ0 .
(4.83)

Thus, with the constant C4 = C0 +H0C1 the Lemma follows. �

To conclude this subsection, notice that by Lemmas 8 and 13 we may call the functions λ+
a (4.31)

the asymptotic positions, and the name asymptotic rapidities is also justified for θ+a (4.33).
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4.4. Derivation of the equations of variation. From Lemma 8 the importance of the functions
defined in (4.35) and (4.36) is evident. Not surprisingly, the whole scattering theory of the van Diejen
systems (1.12) can be built upon the careful study of these objects. The partial differential equations
we set up in this subsection form the basis of their finer analysis.

Lemma 14. For each a ∈ Nn we have Ėa = Fa and Ḟa = ϕa ◦ Φ, where

(4.84) ϕa = sinh(θa)ua

n∑

c=1

sinh(θc)ucLa
c − cosh(θa)ua

n∑

c=1

cosh(θc)ucLc
a ∈ C∞(P ).

Proof. Let a ∈ Nn be arbitrary, then from (4.35) and (4.21) it is evident that

(4.85)
∂Ea
∂t

=
∂ (λa ◦ Φ− t sinh(θ+a )− λ+

a )

∂t
= sinh(θa(Φ))ua(Φ)− sinh(θ+a ) = Fa,

whereas (4.18) and the definition (4.36) lead to

∂Fa

∂t
=

∂ (sinh(θa(Φ))ua(Φ)− sinh(θ+a ))

∂t
= cosh(θa(Φ))

∂θa(Φ)

∂t
ua(Φ) + sinh(θa(Φ))

∂ua(Φ)

∂t
= (cosh(θa){θa, H}ua + sinh(θa){ua, H}) ◦ Φ.

(4.86)

Recalling the notation (4.60), notice that for the constituent Poisson brackets we can write that

{θa, H} = −∂H

∂λa
= −

n∑

c=1

cosh(θc)ucLc
a,(4.87)

{ua, H} =

n∑

c=1

∂ua

∂λc

∂H

∂θc
= ua

n∑

c=1

La
c sinh(θc)uc,(4.88)

and so the Lemma follows immediately. �

There is no doubt that any change in the initial condition of the maximally defined integral curve
γp (4.13) has an inevitable effect on the asymptotic variables (4.31) and (4.33), too. To measure the
effect of small changes, we introduce the smooth functions

(4.89) V(j)
a =

∂Ea
∂x̃j

∈ C∞(R× P ) and W(j)
a =

∂Fa

∂x̃j
∈ C∞(R× P ) (a ∈ Nn, j ∈ NN),

simply by taking the first order partial derivatives of (4.35) and (4.36) with respect to the coordinates
(4.16). In order to understand their asymptotic properties, first we focus on their time evolution.
Remembering the notations introduced in (4.60), the following result is immediate.

Proposition 15. For all a ∈ Nn and for all j ∈ NN we have

(4.90)
∂V(j)

a

∂t
= W(j)

a and
∂W(j)

a

∂t
=

n∑

b=1

(
∂ϕa

∂λb
◦ Φ
)

∂(λb ◦ Φ)
∂x̃j

+

n∑

b=1

(
∂ϕa

∂θb
◦ Φ
)

∂(θb ◦ Φ)
∂x̃j

with the partial derivatives

∂ϕa

∂λb
= sinh(θa)ua

n∑

c=1

sinh(θc)uc(La
bLa

c + Lc
bLa

c + La
c,b)

− cosh(θa)ua

n∑

c=1

cosh(θc)uc(La
bLc

a + Lc
bLc

a + Lc
a,b),(4.91)

∂ϕa

∂θb
= sinh(θa)ua cosh(θb)ubLa

b − cosh(θa)ua sinh(θb)ubLb
a

+ δa,b

(
cosh(θa)ua

n∑

c=1

sinh(θc)ucLa
c − sinh(θa)ua

n∑

c=1

cosh(θc)ucLc
a

)
.(4.92)
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Proof. Due to the smoothness of the maps Ea (4.35) and Fa (4.36), from Lemma 14 and the definitions
displayed in (4.89) it is evident that

(4.93)
∂V(j)

a

∂t
=

∂

∂t

∂Ea
∂x̃j

=
∂

∂x̃j

∂Ea
∂t

=
∂Fa

∂x̃j
= W(j)

a ,

whereas

(4.94)
∂W(j)

a

∂t
=

∂

∂t

∂Fa

∂x̃j
=

∂

∂x̃j

∂Fa

∂t
=

∂(ϕa ◦ Φ)
∂x̃j

=

N∑

k=1

(
∂ϕa

∂xk
◦ Φ
)

∂(xk ◦ Φ)
∂x̃j

.

Now, simply by working out the partial derivatives of ϕa (4.84), the Proposition follows. �

To proceed further, we wish to sharpen the above Proposition by expressing the derivative Ẇ(j)
a

in terms of the functions (4.89). Elementary algebraic manipulations lead to the following result.

Lemma 16. For all a ∈ Nn and for all j ∈ NN we have

(4.95)
∂W(j)

a

∂t
=

n∑

c=1

Aa,cV(j)
c +

n∑

c=1

Ba,cW(j)
c + Z(j)

a ,

where the coefficients are smooth functions on R× P of the form

Aa,c =

(
∂ϕa

∂λc
−

n∑

d=1

tanh(θd)Ld
c

∂ϕa

∂θd

)
◦ Φ, Ba,c =

(
1

cosh(θc)uc

∂ϕa

∂θc

)
◦ Φ,(4.96)

Z(j)
a =

n∑

c=1

Aa,c

(
t
∂ sinh(θ+c )

∂xj

+
∂λ+

c

∂xj

)
+

n∑

c=1

Ba,c
∂ sinh(θ+c )

∂xj

.(4.97)

Proof. Let b ∈ Nn and j ∈ NN be arbitrary indices. Looking back to the definition (4.35), it is clear
that

(4.98) λb ◦ Φ = Eb + t sinh(θ+b ) + λ+
b ,

whence by (4.89) we obtain

(4.99)
∂(λb ◦ Φ)

∂x̃j

= V(j)
b + t

∂ sinh(θ+b )

∂xj

+
∂λ+

b

∂xj

.

Next, from the definitions (4.36) and (4.89) it follows that

W(j)
b =

∂(sinh(θb(Φ))ub(Φ)− sinh(θ+b ))

∂x̃j

= cosh(θb(Φ))
∂(θb ◦ Φ)

∂x̃j
ub(Φ) + sinh(θb(Φ))

∂(ub ◦ Φ)
∂x̃j

− ∂ sinh(θ+b )

∂xj
,

(4.100)

and so we can write that

(4.101)
∂(θb ◦ Φ)

∂x̃j
=

1

cosh(θb(Φ))ub(Φ)

(
W(j)

b +
∂ sinh(θ+b )

∂xj
− sinh(θb(Φ))

∂(ub ◦ Φ)
∂x̃j

)
.

However, keeping in mind (4.99), it is immediate that

∂(ub ◦ Φ)
∂x̃j

=
n∑

d=1

(
∂ub

∂λd

◦ Φ
)

∂(λd ◦ Φ)
∂x̃j

= ub(Φ)
n∑

d=1

Lb
d(Φ)

(
V(j)
d + t

∂ sinh(θ+d )

∂xj

+
∂λ+

d

∂xj

)
.(4.102)
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Thus, by inserting (4.102) into (4.101), we end up with the formula

∂(θb ◦ Φ)
∂x̃j

=
1

cosh(θb(Φ))ub(Φ)
W(j)

b − tanh(θb(Φ))

n∑

d=1

Lb
d(Φ)V(j)

d

+
1

cosh(θb(Φ))ub(Φ)

∂ sinh(θ+b )

∂xj

− tanh(θb(Φ))

n∑

d=1

Lb
d(Φ)

(
t
∂ sinh(θ+d )

∂xj
+

∂λ+
d

∂xj

)
.

(4.103)

Now, by plugging the formulae (4.99) and (4.103) into (4.90), the Lemma follows. �

Now, let us observe that with the aid of the matrix valued functions

(4.104) A = [Aa,c]1≤a,c≤n, B = [Ba,c]1≤a,c≤n,

and the column vector valued functions

(4.105) V
(j) = [V(j)

a ]1≤a≤n, W
(j) = [W(j)

a ]1≤a≤n, Z
(j) = [Z(j)

a ]1≤a≤n (j ∈ NN),

the differential equations displayed in Proposition 15 and Lemma 16 can be cast into the more concise
matrix form

(4.106) V̇
(j)

= W
(j), Ẇ

(j)
= AV

(j) +BW
(j) +Z

(j).

Following the standard terminology, this inhomogeneous linear system may be called the system of
equations of variation associated with the non-linear differential equations appearing in Lemma 14.
(For background information on the theory of the equations of variation see. e.g. Chapter V in the
classic textbook [34].)

4.5. Analyzing the equations of variation. By merging our former asymptotic results with the
equations of variation (4.106), in this subsection we wish to extend our asymptotic analysis to the
functions (4.89). As a preliminary step, we begin with two remarks on the notations.

First, recall that for any m×m′ matrix

(4.107) A = [Ak,l]1≤k≤m,
1≤l≤m′

∈ Cm×m′

its Hilbert–Schmidt norm is given by

(4.108) ‖A‖ =

√√√√
m∑

k=1

m′∑

l=1

|Ak,l|2.

Besides the above simple formula, we shall often exploit the fact that it is submultiplicative. In other
words, if A ∈ Cm×m′

and B ∈ Cm′×m′′

, then ‖AB‖ ≤ ‖A‖‖B‖.
Second, throughout this subsection we fix an arbitrary point p0 ∈ P , and the earlier notations for

the associated constants introduced in subsections 4.2 and 4.3 are also kept in effect. In particular,
remembering the compact subset K0 ⊂ P given in Lemma 8, the constant T1 provided by Proposition
9, and the shorthand notation (4.79), for the Hilbert–Schmidt norms of the coefficient matrices
appearing in the system of the equations of variation (4.106) one can easily establish the following
result.

Proposition 17. There is a constant c0 ≥ 0 such that ∀s ∈ [T1,∞) and ∀p ∈ K0 we have

(4.109) ‖A(s, p)‖ ≤ c0e
−sδ0 , ‖B(s, p)‖ ≤ c0e

−sδ0 ,

and also ∀j ∈ NN we can write that

(4.110) ‖Z (j)(s, p)‖ ≤ c0(s+ 1)e−sδ0.
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Proof. Let a, b, c ∈ Nn, s ∈ [T1,∞) and p ∈ K0. By combining the estimate (4.78) with Propositions
10, 11 and 12, from the explicit expressions (4.91) and (4.92) it is evident that

(4.111)

∣∣∣∣
∂ϕa

∂λb
(Φ(s, p))

∣∣∣∣ ≤ c1e
−sδ0 and

∣∣∣∣
∂ϕa

∂θb
(Φ(s, p))

∣∣∣∣ ≤ c1e
−sδ0

with some constant c1 ≥ 0. Thus, giving a glance at (4.96), it readily follows that there is a constant
c2 ≥ 0 such that

(4.112) |Aa,c(s, p)| ≤ c2e
−sδ0 and |Ba,c(s, p)| ≤ c2e

−sδ0 .

Finally, from (4.97) it is also clear that ∀j ∈ NN we can write

|Z(j)
a (s, p)| ≤

n∑

c=1

|Aa,c(s, p)|
(
s| cosh(θ+c (p))|

∣∣∣∣
∂θ+c
∂xj

(p)

∣∣∣∣+
∣∣∣∣
∂λ+

c

∂xj
(p)

∣∣∣∣
)

+

n∑

c=1

|Ba,c(s, p)|| cosh(θ+c (p))|
∣∣∣∣
∂θ+c
∂xj

(p)

∣∣∣∣ .
(4.113)

Since the smooth functions λ+
c , θ

+
c , and their partial derivatives are also bounded on the compact

subset K0, the estimates displayed in (4.112) entail that

(4.114) |Z(j)
a (s, p)| ≤ (c3s+ c4)e

−sδ0

with some constants c3, c4 ≥ 0. So, recalling (4.108), with c0 = max{nc2,
√
nc3,

√
nc4} the Proposi-

tion follows. �

As can be seen below, Proposition 17 itself allows us to give a very rough estimate on the growth
of the functions (4.89).

Lemma 18. There are constants v0, w0 ≥ 0 such that ∀s ∈ [T1,∞), ∀p ∈ K0, and ∀j ∈ NN we can

write that

(4.115) ‖V(j)(s, p)‖ ≤ v0 + (s− T1)w0 and ‖W(j)(s, p)‖ ≤ w0.

Proof. Notice that the dependence of the norms ‖V (j)(T1, p)‖ and ‖W (j)(T1, p)‖ on p is continuous,
thus by the compactness of K0 there are some constants v0, c1 ≥ 0 such that

(4.116) ‖V(j)(T1, p)‖ ≤ v0 and ‖W (j)(T1, p)‖ ≤ c1 (j ∈ NN , p ∈ K0).

To proceed further, let s ∈ [T1,∞), p ∈ K0, and j ∈ NN be arbitrary elements and keep them fixed.
Upon integrating the equations of variation (4.106) with respect to time t, we obtain

(4.117) V
(j)(s, p)− V

(j)(T1, p) =

∫ s

T1

V̇
(j)
(τ, p) dτ =

∫ s

T1

W
(j)(τ, p) dτ,

therefore we can write

(4.118) ‖V(j)(s, p)‖ ≤ ‖V (j)(T1, p)‖+
∫ s

T1

‖W (j)(τ, p)‖ dτ ≤ v0 +

∫ s

T1

‖W(j)(τ, p)‖ dτ.

Along the same lines, utilizing the integral equation

(4.119) W
(j)(s, p)−W

(j)(T1, p) =

∫ s

T1

(
A(τ, p)V(j)(τ, p) +B(τ, p)W (j)(τ, p) +Z

(j)(τ, p)
)
dτ,

we infer that

‖W(j)(s, p)‖ ≤ ‖W (j)(T1, p)‖+
∫ s

T1

‖A(τ, p)‖‖V(j)(τ, p)‖ dτ

+

∫ s

T1

‖B(τ, p)‖‖W(j)(τ, p)‖ dτ +

∫ s

T1

‖Z(j)(τ, p)‖ dτ.
(4.120)
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Now, let us examine each term appearing on the right hand side of the above inequality. Due to
the observation we made in (4.116), the first term is under control. Turning to the second term, let
us note that by exploiting (4.118) we can write

∫ s

T1

‖A(τ, p)‖‖V (j)(τ, p)‖ dτ ≤ v0

∫ s

T1

‖A(τ, p)‖ dτ

+

∫ s

T1

‖A(τ, p)‖
(∫ τ

T1

‖W(j)(u, p)‖ du
)

dτ.

(4.121)

However, recalling (4.109), it is obvious that

(4.122)

∫ s

T1

‖A(τ, p)‖ dτ ≤ c0

∫ s

T1

e−τδ0 dτ ≤ c0

∫ ∞

T1

e−τδ0 dτ =
c0
δ0
e−T1δ0 ≤ c0

δ0
.

As concerns the double integral appearing on the right hand side of (4.121), the Fubini–Tonelli
theorem is clearly applicable, and we find that

(4.123)

∫ s

T1

‖A(τ, p)‖
(∫ τ

T1

‖W (j)(u, p)‖ du
)

dτ =

∫ s

T1

(∫ s

u

‖A(τ, p)‖ dτ
)
‖W(j)(u, p)‖ du.

Remembering (4.122), at this point let us notice that on the right hand side of the above equation
we can apply the inequality

(4.124)

∫ s

u

‖A(τ, p)‖ dτ ≤ c0
δ0
e−uδ0 .

Thus, keeping in mind (4.122), (4.123) and (4.124), from (4.121) we infer at once that

(4.125)

∫ s

T1

‖A(τ, p)‖‖V (j)(τ, p)‖ dτ ≤ v0
c0
δ0

+
c0
δ0

∫ s

T1

e−uδ0‖W (j)(u, p)‖ du.

Finally, by inspecting the last two terms on the right hand side of (4.120), the application of the
estimates displayed in (4.109) leads to the inequality

(4.126)

∫ s

T1

‖B(τ, p)‖‖W(j)(τ, p)‖ dτ ≤ c0

∫ s

T1

e−τδ0‖W (j)(τ, p)‖ dτ,

whereas (4.110) yields

(4.127)

∫ s

T1

‖Z (j)(τ, p)‖ dτ ≤ c0

∫ s

T1

(τ + 1)e−τδ0 dτ ≤ c0

∫ ∞

T1

(τ + 1)e−τδ0 dτ ≤ c2

with some constant c2 ≥ 0.
To sum up, by applying the estimates displayed in (4.116), (4.125), (4.126) and (4.127), from the

inequality (4.120) we can derive that

(4.128) ‖W(j)(s, p)‖ ≤ c3 + c4

∫ s

T1

e−τδ0‖W(j)(τ, p)‖ dτ,

where c3 = c1 + v0c0δ
−1
0 + c2 and c4 = c0(1 + δ−1

0 ). As a consequence, by invoking Grönwall’s lemma
(see e.g. Theorem 1.1 in Chapter III of [34]), we obtain that

(4.129) ‖W(j)(s, p)‖ ≤ c3 exp

(
c4

∫ s

T1

e−τδ0 dτ

)
.

So, with the non-negative constant

(4.130) w0 = c3 exp

(
c4

∫ ∞

T1

e−τδ0 dτ

)
= c3 exp

(
c4
δ0
e−T1δ0

)
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we end up with the desired inequality ‖W(j)(s, p)‖ ≤ w0. Moreover, utilizing (4.118) and (4.116), it
also follows that

(4.131) ‖V(j)(s, p)‖ ≤ v0 + w0(s− T1),

whence the proof is complete. �

Of course, later on we shall need much sharper estimates on the functions defined in (4.89) than
the rudimentary inequalities given in the previous Lemma. To make progress, let a ∈ Nn, p ∈ K0,
and suppose that s′ ≥ s ≥ T1. Recalling the time derivatives appearing in Lemma 14, it is clear that

(4.132) Ea(s′, p)− Ea(s, p) =
∫ s′

s

Fa(τ, p) dτ and Fa(s
′, p)− Fa(s, p) =

∫ s′

s

ϕa(Φ(τ, p)) dτ.

Notice that by Lemma 8 we have

(4.133) Ea(s′, p) → 0 and Fa(s
′, p) → 0 (s′ → ∞).

Furthermore, from the decay conditions given in Lemma 8 we also see that the function

(4.134) [s,∞) ∋ τ 7→ Fa(τ, p) ∈ C

is integrable in Lebesgue’s sense over the interval [s,∞). Combining the estimate given in (4.78)
with Propositions 10 and 11, from (4.84) it is also clear that ϕa(Φ(τ, p)) decays exponentially fast
for τ → ∞, whence the function

(4.135) [s,∞) ∋ τ 7→ ϕa(Φ(τ, p)) ∈ C

also belongs to L1[s,∞). Therefore, a trivial application of Lebesgue’s dominated convergence the-
orem yields immediately that for s′ → ∞ we can write

(4.136)

∫ s′

s

Fa(τ, p) dτ →
∫ ∞

s

Fa(τ, p) dτ and

∫ s′

s

ϕa(Φ(τ, p)) dτ →
∫ ∞

s

ϕa(Φ(τ, p)) dτ.

Thus, combining (4.133) and (4.136) with (4.132), we end up with the integral representations

(4.137) Ea(s, p) = −
∫ ∞

s

Fa(τ, p) dτ and Fa(s, p) = −
∫ ∞

s

ϕa(Φ(τ, p)) dτ.

Making use of the above observations, now we turn back to the study of the partial derivatives
of the functions Ea and Fa (a ∈ Nn). More precisely, we wish to set up integral representations for
the first order partial derivatives defined in (4.89). In this respect the only non-trivial question is
whether in the relationships displayed in (4.137) the differentiation with respect to x̃j (j ∈ NN ) can
be performed under the integral sign.

Starting with the integral representation of Fa, notice that the integrand ϕa ◦ Φ is smooth, and
from Lemmas 14 and 16 it is evident that

(4.138)
∂(ϕa ◦ Φ)

∂x̃j

=
∂

∂x̃j

∂Fa

∂t
=

∂

∂t

∂Fa

∂x̃j

=
∂W(j)

a

∂t
=

n∑

c=1

Aa,cV(j)
c +

n∑

c=1

Ba,cW(j)
c + Z(j)

a .

Since still s ∈ [T1,∞) and p ∈ K0, from Proposition 17 and Lemma 18 we see that for any τ ≥ s the
above partial derivative can be estimated from above as

∣∣∣∣
∂(ϕa ◦ Φ)

∂x̃j
(τ, p)

∣∣∣∣ ≤
n∑

c=1

|Aa,c(τ, p)||V(j)
c (τ, p)|+

n∑

c=1

|Ba,c(τ, p)||W(j)
c (τ, p)|+ |Z(j)

a (τ, p)|

≤ c1(τ + 1)e−τδ0

(4.139)

with some constant c1 ≥ 0. Now, the point is that the majorizing function

(4.140) [s,∞) ∋ τ 7→ c1(τ + 1)e−τδ0 ∈ C
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is integrable on [s,∞). Moreover, the majorization (4.139) is uniform in the sense that it is indepen-
dent of p ∈ K0. So, a trivial application of Lebesgue’s dominated convergence theorem yields that
if p belongs to the interior of K0, then the differentiation can be performed under the integral sign.
(This nice fact can be found in any textbook on real analysis, see e.g. Theorem 2.27 in [35].) That
is, it is fully justified to write that

(4.141) W(j)
a (s, p) =

∂Fa

∂x̃j
(s, p) = −

∫ ∞

s

∂(ϕa ◦ Φ)
∂x̃j

(τ, p) dτ (s ∈ [T1,∞), p ∈ int(K0)).

Now, due to (4.139), it follows that ∀s ∈ [T1,∞) and ∀p ∈ int(K0) we can write

(4.142) |W(j)
a (s, p)| ≤

∫ ∞

s

∣∣∣∣
∂(ϕa ◦ Φ)

∂x̃j
(τ, p)

∣∣∣∣ dτ ≤ c1

∫ ∞

s

(τ + 1)e−τδ0 dτ ≤ c2(s+ 1)e−sδ0

with some constant c2 ≥ 0. Since the closure of int(K0) coincides with K0, by continuity it follows
that

(4.143) |W(j)
a (s, p)| ≤ c2(s+ 1)e−sδ0 (s ∈ [T1,∞), p ∈ K0).

Turning to the integral representation of Ea, from (4.137) we see that in this case the integrand in
question is given by the smooth function Fa. By definition (4.89), the derivative of Fa with respect

to x̃j is the smooth function W(j)
a , for which we have just derived the estimate (4.143). We proceed

by noting that the upper bound in (4.143) is independent of the choice of p ∈ K0. Moreover, this
upper bound is an integrable function of s on [T1,∞), thus performing the differentiation under the
integral sign is completely legitimate. More precisely, we are entitled to write that

(4.144) V(j)
a (s, p) =

∂Ea
∂x̃j

(s, p) = −
∫ ∞

s

W(j)
a (τ, p) dτ (s ∈ [T1,∞), p ∈ int(K0)).

As a consequence, ∀s ∈ [T1,∞) and ∀p ∈ int(K0) we have

(4.145) |V(j)
a (s, p)| ≤

∫ ∞

s

|W(j)
a (τ, p)| dτ ≤ c2

∫ ∞

s

(τ + 1)e−τδ0 dτ ≤ c3(s+ 1)e−sδ0

with some constant c3 ≥ 0. Again, by continuity, we conclude that

(4.146) |V(j)
a (s, p)| ≤ c3(s+ 1)e−sδ0 (s ∈ [T1,∞), p ∈ K0).

At this point we are in a position to formulate the most important technical result of this section.

Theorem 19. There is a constant C ≥ 0 such that ∀a ∈ Nn, ∀j ∈ NN , ∀s ∈ [T1,∞) and ∀p ∈ K0

we can write that

(4.147) |V(j)
a (s, p)| ≤ C(s+ 1)e−sδ0 and |W(j)

a (s, p)| ≤ C(s+ 1)e−sδ0.

Just as earlier in Lemma 8, in the above Theorem we face the problem that the relevant asymptotic

information about the particle rapidities is somewhat hidden. Although the above estimate on W(j)
a

proves to be crucial, what we rather need is the control over the partial derivative

(4.148) U (j)
a =

∂Ga

∂x̃j

∈ C∞(R× P ) (a ∈ Nn, j ∈ NN)

with Ga defined in (4.76). Since by construction we have

(4.149)
∂(θa ◦ Φ)

∂x̃j
= U (j)

a +
∂θ+a
∂xj

,
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notice that the application of the formula (4.103) entails that

U (j)
a =

1

cosh(θa(Φ))ua(Φ)
W(j)

a − cosh(θa(Φ))ua(Φ)− cosh(θ+a )

cosh(θa(Φ))ua(Φ)

∂θ+a
∂xj

− tanh(θa(Φ))

n∑

c=1

La
c(Φ)

(
V(j)
c + t cosh(θ+c )

∂θ+c
∂xj

+
∂λ+

c

∂xj

)
.

(4.150)

Thus, it is evident that

|U (j)
a | ≤ |W(j)

a |+ | cosh(θa(Φ))ua(Φ)− cosh(θ+a )|
∣∣∣∣
∂θ+a
∂xj

∣∣∣∣

+

n∑

c=1

|La
c(Φ)|

(
|V(j)

c |+ |t| cosh(θ+c )
∣∣∣∣
∂θ+c
∂xj

∣∣∣∣+
∣∣∣∣
∂λ+

c

∂xj

∣∣∣∣
)
.

(4.151)

Let s ∈ [T1,∞) and p ∈ K0 be arbitrary, and examine the right hand side of the above inequality at
the point (s, p). Due to Theorem 19 and Proposition 11, the first term and also the terms in the last
sum are under direct control, so only the second term requires attention. However, by exploiting the
relationship (4.77) together with Proposition 10 and Lemma 13, it is a routine exercise to verify that

(4.152) | cosh(θa(Φ(s, p)))ua(Φ(s, p))− cosh(θ+a (p))| ≤ c′1e
−sδ0

with some constant c′1 ≥ 0. Thus, the following result is immediate.

Proposition 20. There is a constant C ′ ≥ 0 such that ∀a ∈ Nn, ∀j ∈ NN , ∀s ∈ [T1,∞) and ∀p ∈ K0

we can write that

(4.153) |U (j)
a (s, p)| ≤ C ′(s+ 1)e−sδ0 .

As a trivial corollary of Lemma 8, Lemma 13, Theorem 19 and Proposition 20, we conclude this
subsection with the following observation.

Proposition 21. As s → ∞, ∀a ∈ Nn, ∀j ∈ NN and ∀m ∈ N we have

(4.154) smEa(s, p0) → 0, smGa(s, p0) → 0, smV(j)
a (s, p0) → 0, smU (j)

a (s, p0) → 0.

4.6. Canonicity of the dual variables. Our first goal in this subsection is to compute the Poisson
brackets of the asymptotic variables defined in (4.31) and (4.33). Recalling (4.35), (4.76), and the
notation for the sections introduced in (4.15), it is clear that ∀a ∈ Nn and ∀s ∈ R we can write that

(4.155) λa ◦ Φs = s sinh(θ+a ) + λ+
a + (Ea)s and θa ◦ Φs = θ+a + (Ga)s.

Let us keep in mind that in the previous subsections we established tight control on the ‘error terms’
Ea and Ga. Therefore, by exploiting the fundamental Poisson brackets (1.9) and the fact that ∀s ∈ R

the time-s flow Φs : P → P is a symplectomorphism, the Poisson brackets of the asymptotic variables
also become accessible.

Lemma 22. For all a, b ∈ Nn we have {λ+
a , λ

+
b } = 0 = {θ+a , θ+b } and {λ+

a , θ
+
b } = δa,b.

Proof. Throughout the proof let a, b ∈ Nn and p ∈ P be arbitrary, but fixed elements. Starting with
the Poisson brackets of the asymptotic rapidities, from (4.155) it is evident that ∀s ∈ R we have

(4.156) 0 = {θa, θb} ◦Φs = {θa ◦Φs, θb ◦Φs} = {θ+a , θ+b }+ {θ+a , (Gb)s}+ {(Ga)s, θ
+
b }+ {(Ga)s, (Gb)s}.
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Now, recalling the definitions (4.16) and (4.148), at point p the Poisson bracket formula (1.8) allows
us to write that

{θ+a , (Gb)s}(p) =
N∑

k,l=1

Ωk,l
∂θ+a
∂xk

(p)
∂(Gb)s
∂xl

(p) =

N∑

k,l=1

Ωk,l
∂θ+a
∂xk

(p)
∂Gb

∂x̃l
(s, p)

=

N∑

k,l=1

Ωk,l
∂θ+a
∂xk

(p)U (l)
b (s, p).

(4.157)

However, on account of Proposition 21 it is clear that

(4.158) {θ+a , (Gb)s}(p) → 0 (s → ∞).

It is obvious that these arguments also apply to the last two terms appearing on the right hand side
of the equation (4.156). Indeed, one can easily verify that

(4.159) {(Ga)s, θ
+
b }(p) → 0 and {(Ga)s, (Gb)s}(p) → 0 (s → ∞),

and so from (4.156) we infer that

(4.160) {θ+a , θ+b }(p) = 0.

Next, remembering (4.155), let us notice that ∀s ∈ R we can write

δa,b = {λa, θb} ◦ Φs = {λa ◦ Φs, θb ◦ Φs}
= s{sinh(θ+a ), θ+b }+ {λ+

a , θ
+
b }+ {(Ea)s, θ+b }

+ s{sinh(θ+a ), (Gb)s}+ {λ+
a , (Gb)s}+ {(Ea)s, (Gb)s}.

(4.161)

As before, we inspect the right hand side of the above equation on a term-by-term basis. Due to the
relationship (4.160), at point p we can write

(4.162) {sinh(θ+a ), θ+b }(p) = cosh(θ+a (p)){θ+a , θ+b }(p) = 0.

Repeating the ideas surrounding the equations (4.157) and (4.158), from Proposition 21 and the
Poisson bracket formula (1.8) one can also infer that in the s → ∞ limit we have

{(Ea)s, θ+b }(p) → 0, s{sinh(θ+a ), (Gb)s}(p) → 0,(4.163)

{λ+
a , (Gb)s}(p) → 0, {(Ea)s, (Gb)s}(p) → 0.(4.164)

Thus, (4.161) immediately leads to the relationship

(4.165) {λ+
a , θ

+
a }(p) = δa,b.

Finally, we turn our attention to the remaining Poisson brackets involving only the asymptotic
positions. From (4.155) it is clear that for each s ∈ R we have

0 = {λa, λb} ◦ Φs = {λa ◦ Φs, λb ◦ Φs}
= {λ+

a , λ
+
b }+ s2{sinh(θ+a ), sinh(θ+b )}+ s

(
{sinh(θ+a ), λ+

b }+ {λ+
a , sinh(θ

+
b )}
)

+ {sinh(θ+a ), s(Eb)s}+ {s(Ea)s, sinh(θ+b )}+ {λ+
a , (Eb)s}+ {(Ea)s, λ+

b }+ {(Ea)s, (Eb)s}.
(4.166)

Due to the equation (4.160) we can write

(4.167) {sinh(θ+a ), sinh(θ+b )}(p) = cosh(θ+a (p)){θ+a , θ+b }(p) cosh(θ+b (p)) = 0,

whilst the Poisson bracket (4.165) entails

(4.168) {sinh(θ+a ), λ+
b }(p) + {λ+

a , sinh(θ
+
b )}(p) = − cosh(θ+a (p))δb,a + δa,b cosh(θ

+
b (p)) = 0.

As before, the application of (1.8) and Proposition 21 immediately yields that at point p the last
five terms appearing on the right hand side of (4.166) vanish as s → ∞, and so we end up with the
desired equation

(4.169) {λ+
a , λ

+
b }(p) = 0.
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Now, on account of the relationships (4.160), (4.165) and (4.169) the proof is complete. �

To proceed further, we still have to establish the relationships between the asymptotic and the
dual variables. Recalling (4.33), we already know that θ+c = 2θ̂c (c ∈ Nn), but the relationship (4.31)
is less explicit. To make it more transparent, we shall need the smooth function ∆c : Q → R defined
on the configuration space Q (1.6) by the formula

∆c(ξ) = −1

2

c−1∑

d=1

ln

(
1 +

sin(µ)2

sinh(ξc − ξd)2

)
+

1

2

n∑

d=c+1

ln

(
1 +

sin(µ)2

sinh(ξc − ξd)2

)

+
1

2

n∑

d=1
(d6=c)

ln

(
1 +

sin(µ)2

sinh(ξc + ξd)2

)
+

1

2
ln

(
1 +

sin(ν)2

sinh(2ξc)2

)
,

(4.170)

where c ∈ Nn and ξ = (ξ1, . . . , ξn) ∈ Q.

Lemma 23. For all c ∈ Nn we have λ+
c = 1

2
λ̂c +

1
2
∆c(θ̂1, . . . , θ̂n).

Proof. From (3.31) and the definition (4.29) it is evident that ∀a, b ∈ Nn we can write that

(4.171) L̃a,b = L̂a,b = F̂a
sinh(iµ̂)

sinh(iµ̂+ θ̂a − θ̂b)

¯̂
Fb.

Thus, the n × n submatrix in the upper left hand corner of L̃ is essentially a Cauchy type matrix
multiplied by diagonal matrices from both sides. Therefore, by utilizing the determinant formula
(3.37), it is straightforward to verify that for the c-th (c ∈ Nn) leading principal minor (4.2) of L̃ we
have

(4.172) πc(L̃) =
c∏

d=1

|F̂d|2
∏

1≤a<b≤c

sinh(θ̂a − θ̂b)
2

| sinh(iµ̂+ θ̂a − θ̂b)|2
=

c∏

d=1

|F̂d|2
∏

1≤a<b≤c

(
1 +

sin(µ)2

sinh(θ̂a − θ̂b)2

)−1

.

Recalling the definitions of mj (4.4) and the components of F̂j (3.101), it is clear that

(4.173) m1(L̃) = |F̂1|2 = eλ̂1 û1.

Moreover, for any c ∈ {2, . . . , n} we can write that

(4.174) mc(L̃) =
πc(L̃)

πc−1(L̃)
= eλ̂c ûc

c−1∏

d=1

(
1 +

sin(µ)2

sinh(θ̂c − θ̂d)2

)−1

.

Thus, from the formula of ûc (3.99) and the definition (4.31) the Lemma follows at once. �

The above Lemma motivates the closer inspection of the smooth functions defined in (4.170). By
taking the compositions ∆c(λ1, . . . , λn) ∈ C∞(P ), elementary differentiations immediately reveal the
symmetry property

(4.175)
∂∆a(λ1, . . . , λn)

∂λb
=

∂∆b(λ1, . . . , λn)

∂λa
(a, b ∈ Nn).

Therefore, since the phase space P (1.2) is connected and simply connected, there is a globally defined
function S ∈ C∞(Q), unique up to a constant, such that for the composition S(λ1, . . . , λn) we have

(4.176) d(S(λ1, . . . , λn)) =
n∑

c=1

∆c(λ1, . . . , λn)dλc.

At this point we are in a position to prove the most important result of the paper. Making use of
the relationships displayed in equation (4.33) and in Lemma 23, the Theorem below can be seen as
a corollary of our scattering theoretical analysis culminating in Lemma 22.
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Theorem 24. The dual variables λ̂1, . . . , λ̂n, θ̂1, . . . , θ̂n defined in equations (3.100) and (3.1) form

a global Darboux system on the phase space P (1.2). That is, we have

(4.177) {λ̂a, λ̂b} = 0, {θ̂a, θ̂b} = 0, {λ̂a, θ̂b} = δa,b (a, b ∈ Nn).

As a consequence, the duality map Ψ (3.102) is an anti-symplectomorphism, i.e., Ψ∗ω = −ω.

Proof. As a preliminary step, we introduce the temporary shorthand notation

(4.178) ∆̂c = ∆c(θ̂1, . . . , θ̂n) ∈ C∞(P ) (c ∈ Nn).

To proceed further, take arbitrary indices a, b ∈ Nn and keep them fixed. Recalling (4.33) and Lemma
23, from the application of Lemma 22 it comes effortlessly that

{θ̂a, θ̂b} =
1

4
{θ+a , θ+b } = 0,(4.179)

{λ̂a, θ̂b} = {λ+
a , θ

+
b } − {∆̂a, θ̂b} = δa,b −

n∑

c=1

∂∆̂a

∂θ̂c
{θ̂c, θ̂b} = δa,b.(4.180)

Furthermore, the above two equations and the symmetry relation (4.175) entail

{λ̂a, λ̂b} = 4{λ+
a , λ

+
b } − 2

(
{λ+

a , ∆̂b}+ {∆̂a, λ
+
b }
)
+ {∆̂a, ∆̂b}

= −2
n∑

c=1

(
{λ+

a , θ̂c}
∂∆̂b

∂θ̂c
+

∂∆̂a

∂θ̂c
{θ̂c, λ+

b }
)

+
n∑

c,d=1

∂∆̂a

∂θ̂c
{θ̂c, θ̂d}

∂∆̂b

∂θ̂d

= −
n∑

c=1

(
{λ+

a , θ
+
c }

∂∆̂b

∂θ̂c
+

∂∆̂a

∂θ̂c
{θ+c , λ+

b }
)

=
∂∆̂a

∂θ̂b
− ∂∆̂b

∂θ̂a
= 0,

(4.181)

and so the proof of the fundamental Poisson brackets (4.177) is complete.
In terms of the symplectic form (1.5), the canonicity of the dual coordinates can be rephrased as

(4.182) ω =

n∑

c=1

dλ̂c ∧ dθ̂c.

Recalling Ψ (3.102) and (1.3), it is clear that ∀c ∈ Nn we have Ψ∗λc = θ̂c and Ψ∗θc = λ̂c, whence

(4.183) Ψ∗ω = Ψ∗
n∑

c=1

dλc ∧ dθc =
n∑

c=1

d(Ψ∗λc) ∧ d(Ψ∗θc) =
n∑

c=1

dθ̂c ∧ dλ̂c = −ω

also follows immediately. �

4.7. The wave and the scattering maps. So far we have analyzed the asymptotics of the tra-
jectories only for large positive values of time. Recalling (4.155), for any a ∈ Nn our results can be
succinctly summarized as

(4.184) λa ◦ Φs ∼ s sinh(θ+a ) + λ+
a and θa ◦ Φs ∼ θ+a (s → ∞).

However, a thorough analysis of the scattering properties does require the study of the asymptotics
for s → −∞, too. For this reason, let us conjugate the matrix flow (4.34) with RN (4.26). Thereby
from (4.30) we obtain

(4.185) {e±2λa◦Φ(s,p) | a ∈ Nn} = Spec
(
RN L̃(p)R−1

N e2s sinh(RNΘ
+(p)R−1

N
)
)

(s ∈ R, p ∈ P ),

where

(4.186) RNΘ
+R−1

N = −Θ+.



37

The point is that, due to the appearance of the negative sign in the above equation, by applying
Theorem 7 to the matrix flow

(4.187) R ∋ s 7→ RN L̃(p)R−1
N e−2s sinh(Θ+(p)) ∈ GL(N,C)

we can infer the desired asymptotic results for s → −∞ as well. More precisely, by the methods of
Subsections 4.2 and 4.3, for any a ∈ Nn we can easily establish the asymptotics

(4.188) λa ◦ Φs ∼ s sinh(θ−a ) + λ−
a and θa ◦ Φs ∼ θ−a (s → −∞),

where the asymptotic rapidities obey

(4.189) θ−a = −θ+a = −2θ̂a,

whereas, in complete analogy with (4.31), for the asymptotic positions we can write

(4.190) λ−
a =

1

2
ln(ma(RN L̃R−1

N )).

As a matter of fact, mimicking the proof of Lemma 23 one finds immediately that

(4.191) λ−
a = −1

2
λ̂a +

1

2
∆a(θ̂1, . . . , θ̂n).

Now, let us introduce the smooth manifolds

(4.192) P± = {ζ = (ξ,η) = (ξ1, . . . , ξn, η1, . . . , ηn) ∈ RN | η1 ≷ . . . ≷ ηn ≷ 0}
endowed with the symplectic forms

(4.193) ω± =
n∑

a=1

dx±
a ∧ dy±a ,

where x±
a , y

±
a ∈ C∞(P±) are convenient global coordinates on P± defined by the formulae

(4.194) x±
a (ζ) = ξa and y±a (ζ) = ηa (a ∈ Nn, ζ ∈ P±).

Utilizing the asymptotic positions and rapidities, at this point we define the wave maps

(4.195) W± : P → P±, p 7→ (λ±
1 (p), . . . , λ

±
n (p), θ

±
1 (p), . . . , θ

±
1 (p)),

that are of central interest in scattering theory.

Theorem 25. Both wave maps W± (4.195) are symplectomorphisms. Moreover, the corresponding

scattering map

(4.196) S = W+ ◦W−1
− : P− → P+

is also a symplectomorphism of the form

(4.197) S(ξ,η) = (−ξ1 +∆1(−η/2), . . . ,−ξn +∆n(−η/2),−η1, . . . ,−ηn) ,

where (ξ,η) = (ξ1, . . . , ξn, η1, . . . , ηn) ∈ P−.

Proof. Let us define the auxiliary maps Υ± : P → P± by the formulae

(4.198) Υ±(p) =

(
±1

2
η1 +

1

2
∆1(ξ), . . . ,±

1

2
ηn +

1

2
∆n(ξ),±2ξ1, . . . ,±2ξn

)
,

where p = (ξ,η) = (ξ1, . . . , ξn, η1, . . . , ηn) ∈ P . It is easy to see that both Υ+ and Υ− are diffeomor-
phisms with inverses Υ−1

± : P± → P given by

(4.199) Υ−1
± (ζ) =

(
±1

2
η1, . . . ,±

1

2
ηn,±2ξ1 ∓∆1(±η/2), . . . ,±2ξn ∓∆n(±η/2)

)
,

where ζ = (ξ,η) = (ξ1, . . . , ξn, η1, . . . , ηn) ∈ P±.
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Next, recalling the coordinate functions displayed in (1.3) and (4.194), from the definition (4.198)
it is clear that

(4.200) Υ∗
±x

±
a = x±

a ◦Υ± = ±1

2
θa +

1

2
∆a(λ1, . . . , λn) and Υ∗

±y
±
a = y±a ◦Υ± = ±2λa.

Thus, focusing first only on Υ+, the observation we made in (4.176) allows us to write that

(4.201) Υ∗
+

n∑

a=1

x+
a dy

+
a =

n∑

a=1

(θa +∆a(λ1, . . . , λn)) dλa =

n∑

a=1

θadλa + d(S(λ1, . . . , λn)).

Now, by taking the exterior derivative of the above equation, from the definitions (1.5) and (4.193)
it is clear that

(4.202) Υ∗
+ω

+ =

n∑

a=1

dθa ∧ dλa + d2(S(λ1, . . . , λn)) = −ω.

To put it simple, the diffeomorphism Υ+ is an anti-symplectomorphism. The same technique allows
us to infer the relationship Υ∗

−ω
− = −ω, too. We mention in passing that, on account of (4.201),

the composition S(λ1, . . . , λn) ∈ C∞(P ) can be seen as a generating function of Υ+.
Now, looking back to the definitions (3.102), (4.195) and (4.198), our key observation is that the

wave maps can be realized as the compositions

(4.203) W± = Υ± ◦Ψ.

Therefore, by invoking Theorem 24, we conclude at once that both W+ and W− are symplectomor-
phisms. As concerns the scattering map (4.196), from (4.203) it is evident that

(4.204) S = Υ+ ◦Υ−1
− .

Thus, by exploiting the explicit expressions appearing in (4.198) and (4.199), the formula (4.197) is
also immediate. �

5. Discussion

Now, we are in a position to harvest some interesting consequences of our results. Take an arbitrary
smooth function

(5.1) χ : P → R, Y 7→ χ(Y )

defined on the symmetric space P (2.9), and suppose that it is invariant under the action of conju-
gations by the elements of the compact subgroup K (2.4); that is,

(5.2) χ(kY k−1) = χ(Y ) (Y ∈ P, k ∈ K).

Recalling the Lax matrix L (2.33) and Lemma 1, it is immediate that for the function

(5.3) Hg
χ = χ(Lg) ∈ C∞(P )

we can write that

(5.4) Hg
χ = χ

(
ŷge2Θ̂

g

(ŷg)−1
)
= χ

(
e2Θ̂

g)
.

In other words, Hg
χ (5.3) can be seen as a function of the coordinates θ̂g1, . . . , θ̂

g
n. As a consequence,

the members of the global Darboux system featuring in Theorem 24 provide action-angle variables

for the Hamiltonian system (P, ω,Hg
χ). Notice that the van Diejen type model (1.12) belongs to this

distinguished family of Hamiltonian systems. Indeed, due to the invariance of the trace functional,
the relationship (2.35) entails that

(5.5) Hg =
1

2
tr(Lg) =

1

2
tr(e2Θ̂

g

) =
1

2

N∑

j=1

e2Θ̂
g
j =

n∑

a=1

cosh(2θ̂ga).
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From a practical point of view, the Hamiltonian Hg (1.12) is singled out only by the fact that it has
a relatively simple form.

In the theory of integrable Hamiltonian systems one of the principal goals is the construction of
action-angle variables. Due to the rather explicit descriptions of the variables θ̂ga (3.2) and λ̂g

a (3.100),
in this paper this task is completely accomplished for the family of systems (P, ω,Hg

χ), including the
van Diejen model Hg (1.12). However, as discovered by Ruijsenaars [12, 13, 14], it is a remarkable
feature of the CMS and the RSvD systems that they can be arranged into pairs based on their
action-angle maps. Now we are in a position to reveal the duality property of the 2-parameter family
of van Diejen type systems (1.12), too. For this reason, with the aid of the dual Lax matrix L̂ (3.24),
for each K-invariant smooth function χ (5.1) we introduce the ‘dual Hamiltonian’

(5.6) Ĥg
χ = χ(L̂g) ∈ C∞(P ).

Notice that

(5.7) Ĥg
χ = χ

(
(yg)−1e2Λyg

)
= χ

(
e2Λ
)
,

whence the original canonical coordinates (1.3) provide action-angle variables for (P, ω, Ĥg
χ). More-

over, due to the relationship (3.104), we can write that

(5.8) Ĥg
χ = H ĝ

χ ◦Ψg.

The upshot of this observation is that, up to the anti-symplectomorphism Ψg (3.102), the Hamiltonian

systems (P, ω, Ĥg
χ) and (P, ω,H ĝ

χ) can be identified. We also see that, at the level of the parameter
space, the systems in duality are related by the involution (3.29). Since under this involution the
Hamiltonian (1.12) transforms into itself, i.e., H ĝ = Hg, we may say that the van Diejen systems of
our interest are self-dual.

In order to uncover this new case of duality, in this paper we adapted Ruijsenaars’ ideas [12]

to the geometric picture introduced in [28]. Indeed, the construction of the functions θ̂a (3.1) and

λ̂a (3.100) is built upon the careful analysis of the Ruijsenaars type commutation relation (2.37).
However, to prove their smoothness and canonicity, we departed from the complex analytic approach
advocated by [12]. We believe that our method presented in Section 4 for proving the canonicity is
a bit more general in the sense that, once the temporal asymptotics with the uniformity assertion
is established as in Lemma 8, this technique may be applied to a much wider class of Hamiltonian
systems describing repulsive particles, even under weaker smoothness conditions. Of course, for real-
analytic Hamiltonians, the question of the real-analyticity of the pertinent objects would require
further analysis.

Turning to the scattering properties of the 2-parameter family of hyperbolic van Diejen systems
(1.12), from Theorem 25 we see that, up to an overall sign, the asymptotic rapidities are preserved.
Moreover, from (4.170) it is also clear that the classical phase shifts are completely determined by
the 1-particle and the 2-particle scattering processes. In other words, the scattering map (4.197) has
a factorized form. Note that this peculiar feature seems to be characteristic to the CMS and the
RSvD type many-particle systems. Indeed, for the models associated with the A-type root systems
it is known for a long time (see e.g. [36, 37, 12]), and recently it has been proved for the hyperbolic
BCn Sutherland and the rational BCn RSvD models, too [30, 38]. Thus, following [8], the content
of Theorem 25 can be rephrased by saying that the hyperbolic van Diejen system (1.12) is also a
BC-type finite dimensional pure soliton system.

To conclude the paper, let us recall that in [28] we conjectured a Lax matrix for a bit more general
3-parameter family of hyperbolic van Diejen systems (see equations (6.3-7) in [28]). Therefore, by
generalizing the arguments of the present paper, it would be the natural next step to construct action-
angle variables for these systems, too. We expect that the members of this 3-parameter family are
also self-dual with factorized scattering maps.
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Appendix A. Spectral asymptotics revisited (by Simon Ruijsenaars)

The results encoded in Theorem A2 of Ref. [12] concerning spectral asymptotics play a crucial role
in Gábor’s work on the van Diejen systems. My proof in Ref. [12] contains elaborate computations
involving resolvents and nested Neumann expansions. By contrast, in this appendix the essence
of Theorem A2 is recovered by exploiting the holomorphic implicit function theorem. The present
method gives rise to a novel proof that is not only shorter and simpler, but also yields more explicit
information. At the end of the appendix we also reconsider Theorem A1 of Ref. [12] along the same
lines. Hence the counterparts of these older theorems are the present Theorems A.1 and A.2, resp.

The appendix is concerned with two families of complex N × N matrices. The first one consists
of diagonal matrices

(A.1) D ≡ {D = diag(d1, . . . , dN) | Re (dN) < · · · < Re (d1)}.
We shall use the notation

(A.2) µj ≡ Re (dj − dj+1), j = 1, . . . , N − 1,

(A.3) R ≡ min(µ1, . . . , µN−1).

The second family consists of matrices M that satisfy a restriction on their principal minors for our
first theorem. Letting 1 ≤ i1 < · · · < ij ≤ N , j = 1, . . . , N , we denote the j×j minor involving these
indices by M(i1, . . . , ij). Also, for the special case ik = k, k = 1, . . . , j, we denote the corresponding
principal minor by πj . Thus we have in particular

(A.4) π1 = M11, π2 = M11M22 −M12M21, πN = |M |,
with |M | the determinant of M . The second family is now given by

(A.5) M ≡ {M ∈ CN×N | πj 6= 0, j = 1, . . . , N}.
As a consequence, for M ∈ M we may introduce nonzero complex numbers

(A.6) m1 ≡ M11, mj ≡ πj/πj−1, j = 2, . . . , N.

Our goal is now to elucidate the spectral asymptotics for matrices of the form

(A.7) E(t) ≡ M exp(tD), M ∈ M, D ∈ D, t ∈ R,

as t → ∞. As will transpire, the spectrum is simple for t sufficiently large, and the dominant
asymptotics of the eigenvalues λ1(t), . . . , λN(t) is given by

(A.8) λj(t) ∼ mj exp(tdj), j = 1, . . . , N, t → ∞.

(Note this yields an ordering |λN(t)| < · · · < |λ1(t)| for t large, due to the d-restriction in (A.1) and
mj being nonzero. Note also that (A.8) is plain for a diagonal M ∈ M.)

For applications, however, it is crucial to improve considerably on the dominant asymptotics (A.8).
For the N = 2 case this is readily done, since the eigenvalues can be calculated explicitly. However,
this direct calculation yields no clue how to proceed for arbitrary N .

For a better understanding of the method followed for general N , we begin by detailing it for the
N = 2 case. This serves to exemplify all steps of the flow chart without the inevitable notational
clutter associated with the general case.

First, we define quantities cj(t), j = 1, 2, by setting

(A.9) λj(t) = cj(t)mj exp(tdj),
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and note that the eigenvalues solve the system

(A.10) λ1 + λ2 = M11 exp(td1) +M22 exp(td2), λ1λ2 = |M | exp(td1 + td2).

Introducing

(A.11) ǫ ≡ exp(td2 − td1),

this can be rewritten as

(A.12) Fj(ǫ; c1, c2) = 0, j = 1, 2,

with

(A.13) F1 ≡ c1 + c2
|M |
M2

11

ǫ− 1− M22

M11
ǫ, F2 ≡ c1c2 − 1.

It is plain that this system has a solution

(A.14) Fj(0; 1, 1) = 0, j = 1, 2.

Moreover, the matrix

(A.15) DcF (0; 1, 1) =

(
1 0
1 1

)
,

is regular and F is entire in ǫ, c1 and c2. Therefore, we may invoke the holomorphic implicit function
theorem. This theorem implies that for |ǫ| < a with a sufficiently small, there exists a unique
holomorphic solution c = s(ǫ) with the properties

(A.16) s(0) = (1, 1), |sj(ǫ)− 1| ≤ 1/2, j = 1, 2, |ǫ| < a.

Defining T0 by

(A.17) exp(−T0µ1) = a/2,

we now put

(A.18) cj(t) ≡ sj(exp(td2 − td1)), t ≥ T0, j = 1, 2.

By (A.16), this yields

(A.19) |cj(t)| ∈ [1/2, 3/2], j = 1, 2, t ≥ T0.

Choosing next T1 ≥ T0 such that

(A.20) |M11| exp(T1Re d1) > 3||M |/M11| exp(T1Re d2),

we get from (A.9) eigenvalues satisfying

(A.21) |λ2(t)| < |λ1(t)|, ∀t ∈ [T1,∞).

In particular, it follows that σ(E(t)) is simple for all t ≥ T1.
To proceed, we note that by holomorphy of the functions sj(z) for |z| < a, we can find δ ∈ (0, a/2]

such that

(A.22) sup
|z|≤δ

|s′j(z)| ≤ |s′j(0)|+ η, j = 1, 2,

with η an arbitrary fixed positive number. Defining T2 by

(A.23) exp(−T2µ1) = δ,

we now put

(A.24) TE ≡ max(T1, T2).

Then we conclude from (A.18) that for all t ≥ TE we have

(A.25) |cj(t)− 1| ≤ exp(−tµ1)(|s′j(0)|+ η),
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(A.26) |ċj(t)| ≤ exp(−tµ1)|d2 − d1|(|s′j(0)|+ η).

We can make these bounds more explicit by calculating s′j(0) from the system (A.12). Indeed,
using

(A.27) sj(ǫ) = 1 + ǫvj +O(ǫ2), ǫ → 0,

we deduce from (A.13) that v2 equals −v1 and that we have

(A.28) v1 =
1

M11

(
M22 −

|M |
M11

)
.

The upshot of our reasoning is that for all t ≥ TE the spectrum of E(t) is simple, with eigenvalues
of the form

(A.29) λ1(t) = M11 exp(td1)(1 + ρ1(t)), λ2(t) =
|M |
M11

exp(td2)(1 + ρ2(t)).

Here, the remainder terms are majorized by

(A.30) |ρj(t)| ≤ exp(−tµ1)(|v1|+ η), j = 1, 2,

(A.31) |ρ̇j(t)| ≤ exp(−tµ1)|d2 − d1|(|v1|+ η), j = 1, 2,

with v1 given by (A.28). (Note that v1 vanishes when M is upper or lower triangular, as it should.)
We are now prepared for the general case.

Theorem A.1. There exists TE ∈ R such that the N ×N matrix

(A.32) E(t) = M exp(tD), M ∈ M, D ∈ D, t ∈ R,

has nondegenerate eigenvalues λ1(t), . . . , λN(t) satisfying

(A.33) |λN(t)| < · · · < |λ1(t)|, ∀t ≥ TE .

They are of the form

(A.34) λj(t) = mj exp(tdj)[1 + ρj(t)], t ≥ TE .

Here, the remainder functions are real-analytic on (TE,∞) and satisfy

(A.35) |ρ1(t)| ≤ exp(−tµ1)q1,

(A.36) |ρj(t)| ≤ exp(−tµj−1)qj−1 + exp(−tµj)qj , j = 2, . . . , N − 1,

(A.37) |ρN(t)| ≤ exp(−tµN−1)qN−1,

while their time derivatives satisfy

(A.38) |ρ̇1(t)| ≤ exp(−tµ1)|d2 − d1|q1,

(A.39) |ρ̇j(t)| ≤ exp(−tµj−1)|dj − dj−1|qj−1 + exp(−tµj)|dj+1 − dj |qj, j = 2, . . . , N − 1,

(A.40) |ρ̇N(t)| ≤ exp(−tµN−1)|dN − dN−1|qN−1.

With η an arbitrary fixed positive number, the qj’s are given by

(A.41) qj ≡ |pj |+ η, j = 1, . . . , N − 1,

where

(A.42) p1 ≡
1

M11

(
M22 −

M(1, 2)

M11

)
,

and

(A.43) pj ≡
M(1, . . . , j − 1, j + 1)

M(1, . . . , j)
− mj+1

mj
, j = 2, . . . , N − 1.
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Furthermore, TE can be chosen uniformly for (M,D) varying over an arbitrary compact subset of

M×D.

Proof. We define c1, . . . , cN by

(A.44) λj = cjmj exp(tdj), j = 1, . . . , N,

where λ1, . . . , λN are the solutions to |E − λ1N | = 0. Thus the latter solve the system

(A.45)
∑

i1<···<ij

λi1 · · ·λij =
∑

i1<···<ij

M(i1, . . . , ij) exp(tdi1 + · · ·+ tdij), j = 1, . . . , N.

Introducing

(A.46) ǫj ≡ exp(tdj+1 − tdj), j = 1, . . . , N − 1,

this can be rewritten

(A.47) Fj(ǫ1, . . . , ǫN−1; c1, . . . , cN) = 0, j = 1, . . . , N,

where

(A.48) Fj ≡
∑

i1<···<ij

(mi1 · · ·mij

m1 · · ·mj
ci1 · · · cij − M(i1, . . . , ij)

πj

) i1−1∏

k1=1

ǫk1 · · ·
ij−1∏

kj=j

ǫkj , j = 1, . . . , N.

Clearly, this system has a solution

(A.49) Fj(0, . . . , 0; 1, . . . , 1) = 0, j = 1, . . . , N,

and it is not hard to verify

(A.50) (DcF )(0, . . . , 0; 1, . . . , 1)ij =

{
0, i < j,
1, i ≥ j.

Since this yields a regular matrix and F is entire in

(A.51) ǫ ≡ (ǫ1, . . . , ǫN−1), c ≡ (c1, . . . , cN),

the holomorphic implicit function theorem can be invoked. It entails that for ǫ in the polydisc

(A.52) |ǫ1|, . . . , |ǫN−1| < a,

with a small enough, we get a unique holomorphic solution c = s(ǫ) fulfilling

(A.53) sj(0) = 1, |sj(ǫ)− 1| ≤ 1/2, j = 1, . . . , N.

We now choose T0 satisfying

(A.54) exp(−T0R) = a/2,

with R given by (A.3). Defining

(A.55) cj(t) ≡ sj(exp(td2 − td1), . . . , exp(tdN − tdN−1)), t ≥ T0, j = 1, . . . , N,

we then deduce from (A.53) that we have

(A.56) |cj(t)| ∈ [1/2, 3/2], j = 1, . . . , N, t ≥ T0.

Next, we choose T1 ≥ T0 such that

(A.57) |mj | exp(T1µj) > 3|mj+1|, j = 1, . . . , N − 1.

Then we get from (A.44) the ordering (A.33), which implies that σ(E(t)) is simple for all t ≥ T1.
We now observe that since the functions sj(ǫ) are holomorphic in the polydisc (A.52), for an

arbitrary η > 0 we can find δ ∈ (0, a/2] with

(A.58) sup
|z1|,...,|zN−1|≤δ

|∂ksj(z)| ≤ |∂ksj(0)|+ η, k = 1, . . . , N − 1, j = 1, . . . , N.
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Using

(A.59) sj(z1, . . . , zN−1)− sj(0) =

∫ z1

0

∂1sj(w1, 0, . . . , 0)dw1

+

∫ z2

0

∂2sj(z1, w2, 0, . . . , 0)dw2 + · · ·+
∫ zN−1

0

∂N−1sj(z1, . . . , zN−2, wN−1)dwN−1,

we infer from this that we have bounds

(A.60) |sj(z)− 1| ≤
N−1∑

k=1

|zk|(|∂ksj(0)|+ η), |z1|, . . . , |zN−1| ≤ δ, j = 1, . . . , N.

Defining now T2 by

(A.61) exp(−T2R) = δ,

we set

(A.62) TE ≡ max(T1, T2).

Then we see from (A.55) that for all t ≥ TE we have

(A.63) |cj(t)− 1| ≤
N−1∑

k=1

exp(−tµk)(|∂ksj(0)|+ η), j = 1, . . . , N,

(A.64) |ċj(t)| ≤
N−1∑

k=1

|dk+1 − dk| exp(−tµk)(|∂ksj(0)|+ η), j = 1, . . . , N.

We proceed to calculate the partials ∂ksj(0) from the system (A.47). To this end we write

(A.65) sj(ǫ) = 1 +
N−1∑

k=1

vjkǫk + h. o., vjk ≡ ∂ksj(0),

where h. o. denotes terms of higher order in the power series expansion around ǫ = 0. Substituting
this for cj in (A.47), we collect all terms linear in ǫ1, . . . , ǫN−1. Defining pj by (A.43), the resulting
linear system can then be written as

(A.66)
N−1∑

k=1

j∑

i=1

vikǫk − pjǫj = 0, j = 1, . . . , N − 1,
N−1∑

k=1

N∑

i=1

vikǫk = 0.

Now by holomorphy the coefficients of ǫ1, . . . , ǫN−1 must vanish. From this we conclude first that
for j = 1 the partials ∂ksj(0) are given by

(A.67) v1k =

{
p1, k = 1,
0, k > 1,

and then recursively for j = 2, . . . , N − 1, by

(A.68) vjk =





−pj−1, k = j − 1,
pj , k = j,
0, otherwise,

while for j = N we finally get

(A.69) vNk =

{
−pN−1, k = N − 1,
0, k < N − 1.

Substituting this in (A.63)–(A.64), we arrive at (A.34)–(A.40). As a consequence, it remains to prove
the uniformity claim.
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To this end we begin by observing that the functions Fj defined by (A.48) are not only entire
functions of ǫ and c, but also holomorphic functions of the matrix elements Mij on the open subset

M of CN2
. Moreover, recalling (A.46), we see that they are entire in t and in d1, . . . , dN . We now

fix M0 ∈ M and D0 ∈ D and view the set D as an open subset of CN in the obvious way.
Next, we consider closed polydiscs in M and D around M0 and D0, with nonzero radii r1 and r2.

We need only show that we can choose TE uniformly for M and D varying over such polydiscs
P0(r1) × Q0(r2) ⊂ M × D when we suitably decrease r1 and r2 if need be. (Indeed, any compact
subset of M×D is covered by a finite number of such polydiscs.)

To prove this, we retrace the above steps, as applied to M0 exp(tD0). First, we note that the
holomorphic implicit function theorem implies that when we choose not only a in (A.52), but also
r1 small enough, then we get a unique solution sj(ǫ,M) obeying (A.53) and holomorphic in the
Cartesian product of the ǫ- and M-polydiscs.

Second, we define T0 by

(A.70) exp(−T0m(r2)) = a/2, m(r2) ≡ min
D∈Q0(r2)

(R(D)),

with R(D) given by (A.3). Then (A.56) follows again.
Third, we choose T1 ≥ T0 such that the inequalities (A.57) hold true on P0(r1)×Q0(r2). Then we

obtain the ordering (A.33) and nondegeneracy of σ(E(t)) for all (M,D) ∈ P0(r1) × Q0(r2) and all
t ≥ T1.

Fourth, choosing δ ∈ (0, a/2] and eventually decreasing r1 such that (A.58) holds on the product
of the closed ǫ-polydisc with radius δ and P0(r1), the bounds (A.60) follow as before.

Finally, defining T2 by

(A.71) exp(−T2m(r2)) = δ,

it follows that our uniformity assertion holds true for TE (A.62). �

In Appendix A of Ref. [12] we also studied the spectral asymptotics for t → ∞ of matrices of the
form M + tD, with M an arbitrary N ×N matrix and D ∈ D. We have meanwhile realised that (a
slightly different version of) the pertinent result (namely, Theorem A1 in Ref. [12]) can be readily
understood via Rayleigh–Schrödinger perturbation theory, cf. for example [39], p. 7.

Specifically, the spectral asymptotics of M + tD for t → ∞ can be readily deduced from the
behavior of the spectrum σ(D + ǫM) for |ǫ| small enough. Indeed, since D has simple spectrum,
we can find r > 0 such that this is still true for D + ǫM with |ǫ| ≤ r. Then Rayleigh–Schrödinger
perturbation theory can be invoked to infer that D + ǫM has eigenvalues of the form

(A.72) dj + ǫMjj + ǫ2αj +O(ǫ3), ǫ → 0, j = 1, . . . , N,

where

(A.73) αj ≡
∑

k 6=j

MjkMkj

dj − dk
, j = 1, . . . , N.

As a consequence, M + tD has eigenvalues that satisfy estimates

(A.74) λj(t) = Mjj + tdj + t−1αj +O(t−2), t → ∞, j = 1, . . . , N.

This result can also be recovered and slightly improved by the method we followed to prove
Theorem A.1. This yields the following theorem, which concludes this appendix.

Theorem A.2. There exists TE ∈ R such that the matrix

(A.75) E(t) = M + tD, M ∈ CN×N , D ∈ D, t ∈ R,

has nondegenerate eigenvalues λ1(t), . . . , λN(t), satisfying

(A.76) |λN(t)| < · · · < |λ1(t)|, ∀t ≥ TE .
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They are of the form

(A.77) λj(t) = Mjj + tdj + ρj(t), j = 1, . . . , N,

where the ρj(t)’s are real-analytic functions on (TE,∞) such that

(A.78) |ρj(t)| ≤
1

t
(|αj|+ η), |ρ̇j(t)| ≤

1

t2
(|αj|+ η), j = 1, . . . , N.

Here, η is an arbitrary fixed positive number and the αj are given by (A.73). Moreover, TE can be

chosen uniformly for (M,D) varying over an arbitrary compact subset of CN×N ×D.

Proof. The crux is that the holomorphic function theorem again applies to the case at hand, provided
we choose a suitable starting point. Specifically, let λj(t), j = 1, . . . , N , be the solutions to |E(t)−
λ1N | = 0. Then we set

(A.79) cj(ǫ) ≡ ǫλj(1/ǫ), j = 1, . . . , N.

In this case the associated spectral system is given by

(A.80) Fj(ǫ; c1, . . . , cN) = 0, j = 1, . . . , N,

where the functions Fj are of the form

(A.81) Fj =
∑

i1<···<ij

(
ci1 · · · cij − di1 · · · dij − ǫ

j∑

k=1

Mikikdi1 · · · d̂ik · · · dij

− ǫ2
∑

1≤k<l≤j

M(ik, il)di1 · · · d̂ik · · · d̂il · · · dij
)
+O(ǫ3).

Here the hat signifies that the pertinent di should be omitted.
This system has an obvious solution

(A.82) Fj(0; d1, . . . , dN) = 0, j = 1, . . . , N,

with corresponding partial matrix

(A.83) (DcF )(0; d1, . . . , dN) =




1 · · · 1
d2 + · · ·+ dN · · · d1 + · · ·+ dN−1

...
...

...
d2 · · · dN · · · d1 · · · dN−1


 ,

and it is not difficult to verify

(A.84) |(DcF )(0; d1, . . . , dN)| =
∏

1≤i<j≤N

(di − dj).

(The determinant vanishes for di = dj and it is a polynomial of degree N(N − 1)/2 in d1, . . . , dN .
By antisymmetry it then must be a nonzero multiple of the right-hand side. It is easy to see this
multiple equals 1.)

Since the numbers d1, . . . , dN are distinct, the product on the right-hand side is nonzero. Hence
the holomorphic implicit function theorem may be invoked. From this we deduce that for |ǫ| < a
with a small enough, there exists a unique solution c(ǫ) satisfying

(A.85) |cj(ǫ)− dj| ≤ rj/3, j = 1, . . . , N,

where

(A.86) r1 ≡ µ1, rN ≡ µN−1, rj ≡ min(µj−1, µj), j = 2, . . . , N − 1.

This entails that the corresponding λj(t) (cf. (A.79)) satisfy (A.33). Hence σ(E(t)) is simple for all
t ≥ T0, where

(A.87) T0 ≡ 1/a.
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Writing next

(A.88) cj(ǫ) = dj + c′j(0)ǫ+ c′′j (0)ǫ
2/2 +O(ǫ3),

it is immediate from the above system that c′j(0) equals Mjj. To prove that we have

(A.89) c′′j (0) = 2αj, j = 1, . . . , N,

with αj given by (A.73), is arduous, but straightforward. (One need only check that Fj(ǫ; c) vanishes
to second order in ǫ when cj is replaced by dj + ǫMjj + ǫ2αj in (A.81). Using permutations, it suffices
to verify that the sum of all second-order terms involving M11M22 and M12M21 vanishes. Noting
that the latter product can only arise from α1 and α2, this can be readily achieved.)

Now by holomorphy there exists for a given η > 0 a number δ ∈ (0, a/2] such that

(A.90) |cj(ǫ)− dj −Mjjǫ| ≤ (|αj|+ η)|ǫ|2.
Defining

(A.91) TE ≡ 1/δ,

we then obtain (A.77)–(A.78). Finally, the uniformity assertion follows as in the proof of the above
theorem. �
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2002.
[30] B.G. Pusztai, On the scattering theory of the classical hyperbolic Cn Sutherland model, J. Phys. A: Math. Theor.

44 (2011) 155306.
[31] V.V. Prasolov, Problems and theorems in linear algebra, American Mathematical Society, Providence, 1994.
[32] S.N.M. Ruijsenaars, Complete integrability of relativistic Calogero–Moser systems and elliptic function identities,

Commun. Math. Phys. 110 (1987) 191-213.
[33] J.M. Lee, Introduction to Smooth Manifolds, 2nd ed., Graduate Texts in Mathematics 218, Springer, New York,

2013.
[34] P. Hartman, Ordinary Differential Equations, 2nd ed., SIAM, Philadelphia, 2002.
[35] G.B. Folland, Real Analysis: Modern Techniques and Their Applications, 2nd ed., Wiley-Interscience, John Wiley

& Sons, New York, 1999.
[36] P.P. Kulish, Factorization of the classical and the quantum S matrix and conservation laws, Theor. Math. Phys.

26 (1976) 132-137.
[37] J. Moser, The scattering problem for some particle systems on the line, pp. 441-463 in: Lecture Notes in Mathe-

matics 597, Springer, 1977.
[38] B.G. Pusztai, Scattering theory of the hyperbolic BCn Sutherland and the rational BCn Ruijsenaars–Schneider–

van Diejen models, Nucl. Phys. B 874 (2013) 647-662.
[39] M. Reed and B. Simon, Methods of Modern Mathematical Physics. IV: Analysis of Operators, Academic Press,

New York, 1978.

Bolyai Institute, University of Szeged, Aradi vértanúk tere 1, H-6720 Szeged, Hungary and MTA
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