3D CFD Modeling of Local Scouring, Bed Armoring and Sediment Deposition
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Abstract: 3D numerical models are increasingly used to simulate flow, sediment transport and morphological changes of rivers. For the simulation of bedload transport, the numerical flow model is generally coupled with an empirical sediment transport model. The application range of the most widely used empirical models is, however, often limited in terms of hydraulic and sedimentological features and therefore the numerical model can hardly be applied to complex situations where different kinds of morphological processes take place at the same time, such as local scouring, bed armoring and aggradation of finer particles. As a possible solution method for this issue, we present the combined application of two bedload transport formulas that widens the application range and thus gives more appropriate simulation results. An example of this technique is presented in the paper by combining two bedload transport formulas. For model validation, the results of a laboratory experiment, where bed armoring, local scouring and local sediment deposition processes occurred, were used. The results showed that the combined application method can improve the reliability of the numerical simulations.
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1. Introduction

The investigation of riverine sediment transport is of major interest to researchers. There are numerous empirically derived bedload transport formulas which are used to model bedload discharge, developed usually for a given narrow range of flow and sediment regimes. However, due to the complex nature of the sediment motion, especially the bedload transport, there is no generally applicable method to describe the related morphodynamic processes. A comprehensive collection of the most widely applied formulas can be found in Sedimentation Engineering Handbook [1]. The collection contains the most relevant sediment transport models, such as the ones from Meyer-Peter and Müller [2], Einstein [3], Ashida and Michiue [4], Parker, Klingeman and McLean [5], surface-based relation of Parker [6], two-fraction relation of Wilcock and Kenworthy [7], surface-based relation of Wilcock and Crowe [8], relation of Wu et al. [9], and that of Powell et al. [10]. The summary [1] provides a short description of the hydraulic and sediment conditions of the experiments for which the given bedload formulas were developed. These conditions thus actually define the morphological features, for which the application of the given formula is recommended. In other words, the hydraulic and sediment conditions of the benchmark experiments determine the applicability limits of the formulas,
primarily regarding to the sediment content. For example, the Meyer-Peter and Müller [2] formula was verified for uniform coarser grains, focusing on the alpine flows in Switzerland. The relation of Einstein was developed also for uniform gravels. According to Yang and Wan [11], its application is more reliable for local sediment motion calculation, instead of modeling larger river sections. The first model for non-uniform mixture was the relation of Ashida and Michiue [4]. One of the known limitations of the formula is that it is not recommended for natural gravel-bed rivers [1].

In the case of the van Rijn formula, [12], the benchmark flume tests and experimental data for calibration and validation were carried out with finer bed materials [2,13–17]. Thus, based on the morphodynamic features of these measurements, the recommended application range of the formula is limited only for sand (<2 mm) fractions. In contrast, the relations of Wilcock and Crowe [8] were developed for coarser, sand-gravel mixture (0.5 mm–64 mm) [18]. Similarly, the application of each sediment transport model is also limited.

However, in complex flow and morphological cases—e.g., situations where different morphodynamic processes like scouring, bed armoring and aggradation take place at the same time—a less limited sediment transport approximation method would be needed, particularly when sediment transport of varied—both in time and space—bedload composition occurs, e.g., in river sections with river training structures, like groin fields. In such cases, the applicability limits of the existing sediment transport formulas still set back the accuracy of the numerical modeling. Because of this, for reliable morphological modeling, a more complex description would be expected than the above-mentioned formulas separately offer.

In turn, according to the basic inspiration of the authors, the accuracy of the sediment transport modeling can be optimized by the coupled application of existing sediment transport equations. The main advantage of the concept is that the user does not have to choose one sediment transport formula, rather the model formulates the most reliable sediment transport calculation in the given sediment regime.

The basic challenge in this study was to simulate the morphodynamic changes measured in a flume experiment in Török et al. [19], where the scouring process takes place over time, and is influenced by bed armoring. For such a complex sediment transport calculation purpose, the Wilcock and Crowe [8] formula is recommended. However, bed aggradation and degradation of the fine eroded materials also appear; these phenomena can be taken into account by the van Rijn [12] model. Thus, theoretically, the coupled application of these two models became justified and so a more reliable sediment transport modeling is assumed. The main goal of this research is to improve this hypothesis statement. The aim of this paper is to demonstrate the capabilities of a 3D numerical flow and sediment transport model which applies a combined bedload transport description using two distinct empirical equations concurrently, if the spatial distribution of the bed material composition is strongly inhomogeneous.

We present: (i) a thorough introduction of the laboratory experiments; (ii) the numerical model setup and implementation of the sediment transport formulas and (iii) a summary description of the benefits of the coupled application method based on the numerical model results.

2. Laboratory Experiments

2.1. Experimental Setup and Measurement Procedure

The flume experiments of Török et al. [19] were used for numerical model validation purposes. The laboratory flume, in which the experiments were performed, is an 11 m long and 1 m wide channel. In the flume, a 0.33 m long obstacle was placed perpendicular to the flow, 5 m far from the end of the flume. A local coordinate system has been added, which can be seen in Figure 1.
The initial bed material thickness was 21 cm. The grain-size distribution (GSD) of the bed composition is the Froude number, \( \text{Fr} \) and turbulent (\( \text{S} \)). Herein, \( \text{Re} \) is the Reynolds number, \( \text{Fr} > 40,000 \) in every case. The measured main hydraulic features for each discharge are presented in Table 1. The initial bed material was a sand-gravel mixture (Figure 2), with an initial sand rate of 24.9%.

![Figure 1. The interpretation of the local coordinate system [19].](image)

The measurement was performed at three different constant discharges (see Table 1). First, the lowest discharge was run until no substantial bed change could be detected, representing the transport equilibrium state. Then, without any disturbance of the developed equilibrium state, the higher discharge was run until the second equilibrium state. Finally, the highest discharge was run in the same way. The measured main hydraulic features for each discharge are presented in Table 1. Herein, \( Q \) is the flow discharge, \( h_{\text{avg}} \) is the water depth at the outlet, \( v_{\text{avg}} \) is the averaged flow velocity, \( \text{Fr} \) is the Froude number, \( \text{Re} \) is the Reynolds number, \( \tau_{\text{avg}} \) is the averaged bed shear stress, estimated as described later on and \( S_{\text{bed}} \) is the bed slope. The variables show that the flow was subcritical (\( \text{Fr} < 1 \)) and turbulent (\( \text{Re} > 40,000 \)) in every case.

<table>
<thead>
<tr>
<th>( Q, \text{L/s} )</th>
<th>( h_{\text{out}}, \text{m} )</th>
<th>( v_{\text{avg}}, \text{m/s} )</th>
<th>( \text{Fr}, - )</th>
<th>( \text{Re}, - )</th>
<th>( \tau_{\text{avg}}, \text{N/m}^2 )</th>
<th>( S_{\text{bed}}, - )</th>
</tr>
</thead>
<tbody>
<tr>
<td>58</td>
<td>0.137</td>
<td>0.42</td>
<td>0.15</td>
<td>45,500</td>
<td>1.9</td>
<td>0.0027</td>
</tr>
<tr>
<td>72</td>
<td>0.143</td>
<td>0.50</td>
<td>0.21</td>
<td>56,000</td>
<td>3.4</td>
<td>0.0027</td>
</tr>
<tr>
<td>100</td>
<td>0.175</td>
<td>0.57</td>
<td>0.25</td>
<td>74,100</td>
<td>3.7</td>
<td>0.0027</td>
</tr>
</tbody>
</table>

Notes: \( Q \): flow discharge, \( h_{\text{avg}} \): water depth at the outlet, \( v_{\text{avg}} \): averaged flow velocity, \( \text{Fr} \): Froude number, \( \text{Re} \): Reynolds number, \( \tau_{\text{avg}} \): averaged bed shear stress, \( S_{\text{bed}} \): bed slope.

The initial bed material was a sand-gravel mixture (Figure 2), with an initial sand rate of 24.9%. The initial bed material thickness was 21 cm. The grain-size distribution (GSD) of the bed composition was defined by two different methods: volume-by-weight (VbW) and area-by-number (AbN) GSD. The VbW GSD is a more well-known and frequently used description of the material, but needs a physical sample from the bed for the sieve analysis. Since the sampling would have disturbed the content and the compactness of the bed surface, the volume-by-weight method could have only been used at the beginning and at the end of the experiment. On the contrary, the AbN GSD can be defined based on image analysis without disturbing the bed surface. In this study, BASEGRAIN software
(ETH, Zurich, Switzerland) was applied, which calculates AbN GSD, based on automatic detection of the grain sizes [20]. Since this method does not disturb the bed surface, it is more suitable to check the bed composition changes at the intermediate equilibrium stages. There are, however, differences in the results of the two methods, so the AbN distribution is not directly comparable to the VbW distribution type [21]. In order to establish a conversion formula, some reference probes (e.g., the initial bed material, see Figure 2) were analysed by both methods. Assuming a linear relationship, a linear function was fitted to the connecting AbN and VbW $d_{50}$ points. The following formula describes this relation between the AbN and VbW $d_{50}$ values, which is specific to this study:

$$d_{50,VbW} = 2d_{50,AbN} + 0.84,$$

(1)

where $d_{50,VbW}$ and $d_{50,AbN}$ are the $d_{50}$ values according to the volume-by-number and area-by-number GSD, respectively. This formula allowed us to compare the experimental and numerical results (the latter will indicate volumetric information).

![Figure 2](image-url). The initial area-by-number (purple) and volume-by-number (green) grain-size distribution of the bed material.

In addition to the conversion method, there are some further uncertainties regarding the determination of the bed content. The image noise plays an essential role in the results of the image-based method, which can reduce its reliability. When comparing the laboratory experiments and numerical model results, the spatial representivity of the GSD should also be taken into account. The image-based analysis represents an average for a 0.1 m × 0.1 m size square, whereas the numerical model results belong to grid points. On the whole, considering all the above mentioned points, the bed composition comparisons between the laboratory experiment and the numerical model performed in the following sections mean a qualitative assessment rather than a quantitative one.

The VbW and AbN GSD-s of the initial mixture are presented in Figure 2. The mean grain diameter is $d_{m} = 8.7$ mm, and $d_{50} = 5.2$ mm, determined from the VbW GSD.

Besides the bed composition analysis, the flow and bed morphology adjustments were also measured throughout the flume experiments and described in the flowing sections.

For the purpose of flow pattern recognition, vertical velocity profiles were produced with a 3D Acoustic Doppler Velocimeter (ADV) (Nortek A S, Rud, Norway), having 6–12 points per vertical. The acceleration correlation filter method [22] was applied to filter the recorded velocity data. Also, based on the analysis of Kim et al. [23] and Biron et al. [24], the TKE-Method [25] was applied in this study for bed shear stress estimation. Note that considering the uncertainty of the parameter estimation, we focused on characterizing the spatial variability of the bed shear stress instead of the exact quantities.
As for the bed morphology monitoring, the bed geometry was measured at each equilibrium state along the entire flume using a laser scanner device. Furthermore, the sediment discharge at the flume outlet was estimated several times during a run, based on the captured sediment amount by the sediment trap.

The flow measurement, sediment transport and bed morphology analysis procedures and the data processing are detailed in Török et al. [19].

2.2. Assessment of Laboratory Experiments

After reaching each equilibrium state, the bed geometry along the entire flume was measured. Figure 3 shows the bed level changes between the equilibrium states. The local AbN $d_{50}$ values are indicated by circles on the plots.

![Figure 3. Contour plots: bed changes distribution after each experiment. Circles: local VbW $d_{50}$ (volume-by-weight) values of the bed surface (size and tone indicate size).](image)

Based on Figure 3, the local scour hole development at the obstacle edge, and a deposition formation downstream can be investigated. The coloring of the field indicates the bed changes, and the local $d_{50}$ values could be assessed—the larger and lighter the circle, the coarser the bed material, also shown in Figure 3.
Noticeable is the higher the constant flow discharge, the deeper and wider the scour hole. Moreover, the spatial distribution of the $d_{50}$ indicates bed material coarsening in the erosion zone, which refers to the bed armorng process. The initial $d_{50} = 5.2$ mm increased remarkably up to 21 mm until the end of the last run.

At the downstream side of the obstacle, an aggradation process could be observed, which is indicated by the red spot in Figure 3. It can be generally stated that the eroded materials from the tip of the structure were being transported in the downstream direction as long as the sediment transport capacity of the flow is high enough. This phenomenon resulted in a local sediment deposition during the first run, around 1 m downstream of the groin. Because of the higher transport capacity in the second run, the eroded sediments were transported farther. Thus, the deposition form extended until 2.5 m downstream of the groin. In turn, during the third model run, almost the whole sediment deposition was eroded and washed out, which clearly refers to the significantly increased transport capacity. This statement is supported by the analysis of the spatial $d_{50}$ distribution; Figure 3 shows, that due to the persisting selective erosion process and the higher erosion capability of the flow, the finer fractions are entrained during the last model run, resulting in an increasing $d_{50}$ along the entire study domain. The areal distribution of the $d_{50}$ sizes also indicates that the bed material in the recirculation zone became finer than in the main stream. Indeed, the eroded finer fractions from the scour are trapped in the zone.

The scouring and aggregation processes were examined based on the measured bed change time series from the scour hole and the deposition. These points were located at $x = 4.98$ m; $y = 0.59$ m (scour hole) and at $x = 4.50$ m; $y = 0.75$ m (deposition) inside the monitored area (in the 80 cm close surroundings of the obstacle, in the downstream direction) by bed change sensors. These can be seen in Figure 4.

![Figure 4](image-url)

**Figure 4.** The bed change time series in the deposition zone (red line and dots) and in the scour hole (blue line and dots). The discharge time series is also visualized by the black solid line.

It can be observed that the scouring process is a much faster process than deposition in the rectangular zone. In Figure 4, the blue and the red lines show the time-series of the deepest point and one from the deposition, respectively. Compared to the last run (18.4 h–38.5 h) it turns out that the scour hole forms in a relatively short time (the equilibrium scour depth developed until the 24th hour) compared to the deposition (the equilibrium deposition height developed until the 30th hour). The scour hole development is, however, somewhat slower in the third run than in the first two cases which likely results from the arriving sediment from upstream, where bed erosion took place.

The bed level changes and bed content data provided the benchmark for the numerical model validation.
3. Numerical Modeling

The flume measurements used for model validation was summarized in Section 2, where the morphological features were also presented. As shown, the bed armoring process and the transport of finer particles were also revealed. Therefore, when selecting the suitable formulas to be used in the numerical model we considered the following: one of the transport models has to be able to describe the coarsening process together with the bed armor development, while the other one has to well estimate the transport of the fine material. For this purpose, the bedload transport equations of Wilcock and Crowe [8] and van Rijn [12] were selected.

The mixture grain-size distribution used in the experiments of Török et al. [19] (Figure 2) and of Wilcock et al. [18] show a good match. In case of the experiments of Wilcock et al. [18], $d_m$ grain size of the initial bed materials was in the range of 4.1–10.5 mm, whereas $d_m$ was 8.7 mm in the measurements of Török et al. The Wilcock and Crowe formula is therefore expected to be capable of describing the gravel/sand bedload transport processes in our experiments. In case of such non-uniform bed material, the interaction between (hiding and exposure) the particles of different sizes play an essential role in the stability of the sediments and can result in bed armoring. The Wilcock and Crowe formula is reported to be capable of predicting the transient conditions of bed armoring, or scouring processes. The preliminary numerical simulations of Török et al. [26] also supported this statement. Note that the equation indicates decreasing particle stability when the sand proportion increases.

The van Rijn bedload formula can be used for particles in the range of 200–2000 $\mu$m (i.e., below 2 mm). As such, the formula is not expected to reliably calculate the motion of gravels and the interaction between particles of different sizes and to describe such a process, like bed armoring. However, the model can presumably describe the transport of finer grains.

Both models are well tested and were applied in several numerical modeling studies of riverine sediment transport (e.g., [26–35]). In this chapter, the implementation and combining of these sediment transport models in a 3D numerical model is presented.

3.1. Applied Numerical Model

The numerical model used in this study [36] solves the 3D Reynolds-averaged Navier-Stokes (RANS) equations with the $k$-$\varepsilon$ turbulence closure (see e.g., [37]) by using a finite-volume method and the SIMPLE algorithm [38] on a 3D non-orthogonal, vertically unstructured grid. The momentum equations are in the complete form, describing the hydrodynamic effects in all directions.

Dirichlet boundary conditions have to be assigned at the inflow boundary. At the outflow boundaries, zero-gradient conditions are used for all variables. The boundary conditions for the RANS equations, at the inflow boundary the water discharge, at the outflow boundary the water level, were set according to the laboratory experiments introduced above (Table 1). In the first cell, on the bed and side walls, the velocity profile is calculated from the well-known logarithmic formula [39]:

$$U(z) = u_* \frac{\ln \left(\frac{30y}{k_s}\right)}{\kappa},$$

where $y$ is the distance from the wall to the center of the cell, $U$ is the boundary aligned velocity, $u_*$ is friction or bed shear velocity, $\kappa$ is von Karman constant (0.41) and $k_s$ is the Nikuradze roughness.

At the water surface, $U_x$, $U_y$, $P$ and $\varepsilon$ have zero gradient boundary conditions, whereas $U_z$ is set to a certain value and $k$ is equal to zero.

The calculation steps of the numerical model are as follows. Firstly, in a computational time step, the flow solver calculates the pressure and velocity distribution together with the turbulence parameters, TKE (turbulent kinetic energy) and $\varepsilon$ (turbulent dissipation). Then, based on the distribution of TKE at the bed, the bed shear stress is derived using the equilibrium formula [25]:

$$|\tau| = C_1 \rho \text{TKE},$$

where $C_1$ is a constant.
where $\tau$ is the bed shear stress, $C_1$ is a constant ($C_1 \approx 0.20$) and $\rho$ is the water density [23].

The bed composition is then used to calculate the reference, or critical bed shear stress (depends on the given sediment transport formula, discussed later). The volumetric transport rate for each sediment fraction is determined based on the functions of the activated sediment transport formula. Based on the estimated inflowing and transported sediment amount, finally, the bed change can be estimated for each cell. Once the bed geometry is regenerated, a new iteration step starts recalculating the flow field. The iteration steps end if the changed bed form does not result in alteration of the hydrodynamic variables. Then, a new iteration begins for the next time step.

The applied horizontally structured grid can be seen in Figure 5.

![Figure 5. Sketch of the computation grid.](image)

In order to ensure the hydrodynamically correct inflow boundary conditions, the computational grid was extended in the upstream direction with a 10 m long section. This virtual section was set to non-erodible. The study domain was discretized with 440 cells in the streamwise direction and 20 cells in the lateral direction, yielding an average horizontal resolution of 0.05 m (Figure 5). Vertically, 9 layers were defined. Local grid refinement was applied in the vicinity of the groin in both horizontal directions to capture the locally high gradients of the flow and sediment transport features. Since only emerged situations were simulated, the grid cells representing the groin were considered to be dry cells.

### 3.2. Model Setup

The hydrodynamic and sediment transport models were parameterized as described in the following points.

The poorly sorted bed material was discretized with five fractions in the numerical model. The following grain sizes were defined: $d_1 = 1.34$ mm, $d_2 = 5$ mm, $d_3 = 12$ mm, $d_4 = 23.75$ mm and $d_5 = 47.75$ mm, respectively. Based on the preliminary sieving analysis the following fractions were given: $f_1 = 0.25, f_2 = 0.48, f_3 = 0.15, f_4 = 0.07$ and $f_5 = 0.05$.

An essential task of the model setup was the determination of the active layer. The concept of the active layer was published, e.g., by Parker et al. [40]. The concept states that the bed can be separated into two layers: the upper is the active, the lower is the substrate layer. The active layer is a given thickness of the surface, which can interact with the transported sediments. Thus, the sediment transport can cause changes (bed level, bed content) only in the active layer, and not in the substrate layer. Accordingly, the bed material can differ in the two layers. The active layer thickness is constant, but the content can change both in time and space. In the case of erosion, the content is replenished from the substrate layer. Otherwise, the deposited sediment also results in some bed content change in the active layer. However, the constant active layer thickness can cause inaccuracy. For example, if the deposition is larger than the active layer, the bed content at the lower part of the deposition will not be equal to the deposited sediment content, but to the bed content of the substrate layer. Such an inaccuracy can lead to further error in the bed change calculation.

In this research, the active layer thickness was determined based mainly on visual observation during the measurements. The initial thickness was set to 0.01 m.

In the flume experiment, no sediment inflow was supplied at the upstream boundary.
3.3. 3D Flow Model Validation

Although the numerical representation of the bed roughness is not straightforward, it is an essential part of the calculation of the sediment transport rate since it directly affects the bed shear stress field. In this regard, a comparative assessment of the bed shear stress values estimated from ADV measurements and the ones calculated by the numerical model was performed. As mentioned before, the ADV measurements were completed at each run after reaching the equilibrium bed geometry and related equilibrium bed material composition. The local bed shear stress values were estimated based on the lowermost point measurements using the TKE Method introduced in Figure 6. In the numerical model, we used two approaches to estimate the bed roughness, according to van Rijn [12] and Wilcock and Kenworthy [7]. The first approach suggests \( k_{s,vR} = 3.0d_90 \) [41], which was elaborated, by van Rijn [42] and the second one suggests \( k_{s,IV&K} = 0.84d_90 \) [7]. For model validation purposes, the first model variant was used, i.e., a discharge of \( Q_1 = 58 \) L/s and an outlet water depth of \( d_1 = 0.137 \) m were defined as boundary conditions at the inlet and outlet sections, respectively. The calculated bed shear stress distributions are presented in Figure 6. The estimated bed shear stress values using the TKE Method are also plotted in the figures as circles.

\[
\begin{align*}
\text{Figure 6.} & \quad \text{Calculated bed shear stress distribution by the numerical 3D model. Above: } k_s = 3.0d_90; \\
& \quad \text{below: } k_s = 0.84d_90. \quad \text{Circles refer to the estimated shear values from the ADV (Acoustic Doppler Velocimeter) measurements.}
\end{align*}
\]

The estimated local values from ADV measurements are considered as an adequate order of magnitude indicator of the bed shear and accurately show the spatially varying behavior of the parameter. The figures show that the numerical model, where the bed roughness was estimated using the \( k_{s,IV&K} \) formula, resulted in much better agreement, particularly in the surroundings of the groin. A significant difference cannot be observed, especially taking into account that measurements were not conducted at that exact location. It is also visible that the van Rijn formula results in a major overestimation which, as discussed later on, provokes more intensive erosion in the numerical model than in the experiments.

Besides the bed shear stress distribution, time averaged flow velocities were also assessed. Depending on the given water depth, 5–10 points were measured at each vertical based on the flow depth. For model validation purpose, the measured velocity values were compared to the modeled flow velocities. For better understanding not only the horizontal velocity magnitudes were studies, but the velocity vectors were decomposed into streamwise and transverse components (see Figure 7)
and the comparative analysis was performed separately, too. Figure 8 shows the vertical velocity distributions both from the measurements (dots) and the numerical model (lines).

Figure 7. The interpretation of the signs of the velocity vectors.

Figure 8. Cont.
Figure 8. Calculated and measured $v_{\text{horizontal}}$ (first column), $v_x$ (second column) and $v_y$ (third column) vertical velocity profiles in the three equilibrium states. Three diagrams in a row belong to one vertical component, whose position can be identified by the letters (A, B, C . . . F) in Figure 7. The $y$ axes show the water depth, while the $x$ axes indicate the horizontal, longitudinal and the transversal velocity values. The model calculation was carried out using $k_s = 0.84d_0$.

In order to avoid the boundary effect caused uncertainties in the numerical model close to the inlet section, the numerical domain was extended in the upstream direction along the length of the flume. Thus, the calculated flow pattern regarding the flume part ($x < 11$ m) was not disturbed by the boundary effect, including the inlet section ($x \approx 11$ m).

Indeed, the agreement between measured and calculated velocities was fairly good already at the most upstream section, at $x = 10.5$ m. In overall, the streamwise components of the flow velocities
were well captured by the numerical model. The vertical distribution does not follow the typically logarithmic profile but rather a combination of two logarithmic functions which can be explained by the complex bed morphology. This behavior can be observed both from the experiments and the numerical calculations. Higher differences are found at locations where the influence of this sort of topographic steering is even stronger, i.e., at the local scour (Figure 8D,E), especially at the highest flow discharge.

As for the transverse velocity components, the deviation from experiments is more substantial. There are some weak transverse flows measured close to inlet and outlet sections (at \( x = 1 \) and \( x = 10.5 \) m), where the flow pattern would be expected to be more symmetrical. This measured flow pattern appears to have resulted from the transversal non-homogeneous in- and outtake in the laboratory experiments, instead of the effect of the groin. This is therefore not reproduced by the numerical model. On the other hand, the groin and the consequent local scour were influenced by vortex flow, and can be clearly seen at sections \( x = 5 \) m and \( x = 5.2 \) m. The strongly varying transverse flow vertically is in fact reproduced by the numerical model; however, there are remarkable differences between the measured and calculated values. Higher vertical gradients characterize the secondary flow in the experiments, the reproduction of which is apparently a bottleneck of the numerical model. Indeed, the accurate description of the coherent flow structures around obstacles is a known limitation of the steady RANS modeling (e.g., [43–46]).

The underestimation of the secondary flow strength can influence the transversal transport of the eroded material which can result in the underestimated mobility of the sediment deposition downstream of the groin. Also, a known limitation of the Reynolds averaged description of the flow field is that the dynamic eddy structure resulting from the vertical shear layer at the obstacle is not reproduced. The increased sediment transport capacity is inherently simulated by the turbulent kinetic energy (see, e.g., [47]) but the temporal variation of this high energy zone is not simulated due to the time-averaged approach. The accurate prediction of the deposition patterns is also an essential goal of this study; however, because of the limitation of the steady RANS modeling, a less mobile deposition pattern can be expected.

### 3.4. Implementation of Combined Bedload Transport Models

Finally, the numerical implementation of the bedload transport formulas is presented. The computational program [36]—which calculates the hydrodynamics—includes the sediment transport module in a Dynamic Link Library (DLL), which is freely modifiable. The functions of the bedload transport formulas and the criteria—which are discussed later—were implemented by coding them in the DLL file.

The numerical modeling of bedload transport consists of two steps. First, the critical (if van Rijn model is used) [12] or the reference (if the Wilcock and Crowe mode is used) [8] bed shear stress is determined based on the local bed material composition. The critical bed shear stress is defined as the value at which the motion of a given particle size begins [48]. In turn, the reference shear stress is the value at which the dimensionless transport rate (\( w^+ \)) is equal to 0.002, which is a small, but considerable transport rate [49]. Second, the transport rate (\( q_{bi} \)) is calculated applying the local bed shear stress calculated by the hydrodynamic model. In this study, we propose the spatially and temporally varying combination of the two transport models. A suitable criterion had to be found to decide which formula to use. A preliminary analysis based on the measured spatial and temporal changes of the bed composition showed that a suitable indicator to distinguish between the two approaches of the bedload transport can be the \( d_{90} \) grain size. It was shown, that in zones where the characteristic \( d_{90} \) is lower than the initial \( d_{90} \), the grain size distribution becomes uniform and the van Rijn formula is expected to be more reliable. This is typically the case outside the region of the scour hole and in the deposition zone downstream of the groin. On the other hand, if the \( d_{90} \) exceeds the initial value, it is the indication of the selective erosion process and the consequent bed armoring, and the Wilcock and Crowe formula will provide better estimates on the bedload transport. In zones where
the $d_{90}$ is around the initial value, a weighted form of the two models is used, in which the weight is calculated according to Equation (4).

Accordingly, the following combination of the two formulas is proposed:

$$q_{bi} = \begin{cases} 
q_{bi,W\&C} & \text{if } d_{90} > 0.021 m \\
q_{bi,R} & \text{if } d_{90} < 0.020 m \\
\text{else} & 
\end{cases}$$

$$f = \frac{1}{0.001(d_{90} - 0.020)},$$

where

Referencing the model setup (Figure 2), the initial VbN $d_{90}$ was 0.0211 mm.

4. Results and Discussion

The results of the morphodynamic simulations were assessed through the measured versus the calculated equilibrium bed geometry and the corresponding local mean grain size of the bed material. All the three runs were analyzed at $Q_1 = 58$ L/s, $Q_2 = 72$ L/s and $Q_3 = 100$ L/s. Numerical simulations were performed applying the (i) van Rijn bedload transport formula; (ii) Wilcock and Crowe bedload transport formula and (iii) the combined approach. The measured bed geometry after reaching equilibrium conditions at $Q_1 = 58$ L/s indicates the formation of a scour hole at the tip of the groin with a depth of 0.03 m (Figure 9).
This might be the result of the above-mentioned limitations of the applied 3D RANS flow model. The coarsening of the bed material after the first run is partly transported in the downstream direction, and partly captured by the recirculation zone. This leads to the formation of a local deposition zone with a maximum height of 0.02 m. Using the van Rijn formula in the numerical model, a significant overestimation of the bed changes can be observed. The highest point in the deposition zone is around 0.10 m, whereas the deepest point in the scour hole is around 0.14 m. This result clearly confirms that the van Rijn formula overestimates the mobility of the finer particles in the case of a gravel-sand mixture (Figure 9-i). On the other hand, the application of the Wilcock and Crowe formula results in a more realistic bed changes pattern (Figure 9-ii). The depth and the shape of the scour hole are fairly well estimated; however, the size of the deposition zone is considerably larger in the simulations. The location and extension of the sediment deposition is somewhat better predicted with the combined transport formula (Figure 9-iii) as the height of the bar developed in the flume centerline is lower than the one resulting from the Wilcock and Crowe formula. However, this approach still shows overestimation of the deposition pattern. This might be the result of the above-mentioned limitations of the applied 3D RANS flow model.

The spatial distribution of the measured $d_{50}$ values (circles in Figure 10) indicates an overall coarsening of the bed material after the first run.
when inhomogeneous bed material is present (Figure 10-i). The Wilcock and Crowe formula shows the similar behavior of the $d_{50}$ pattern along the flume with respect to the measured ones. The selective erosion of the finer particles, i.e., the coarsening in the main stream is well reproduced; however, the coarsest grain size in the scour hole indicates larger grains in the simulations (Figure 10-ii). It has to be noted that the measured (image-based) analysis represents an averaged distribution at $Q = 58$ L/s. It can, however, be observed that the coarsening is stronger in the narrowest section of the flume. In this zone, the original 5.2 mm $d_{50}$ increases to 12 mm, whereas in the upstream section and in the recirculation zone, the $d_{50}$ is around the initial diameter. The numerical simulations using the van Rijn formula show unrealistic local coarsening around the groin, enhancing the limitation of this approach when inhomogeneous bed material is present (Figure 10-i). The Wilcock and Crowe formula shows the similar behavior of the $d_{50}$ pattern along the flume with respect to the measured ones. The selective erosion of the finer particles, i.e., the coarsening in the main stream is well reproduced; however, the coarsest grain size in the scour hole indicates larger grains in the simulations (Figure 10-ii). It has to be noted that the measured (image-based) analysis represents an averaged $d_{50}$ for a ~0.1 m $\times$ 0.1 m size square, whereas the numerical model results belong to the given grid points. The application of the combined formula leads to a very similar pattern of $d_{50}$ than in the previous model variant. The selective erosion in this case, however, appears along the whole downstream section where the van Rijn model is activated with higher weight in the bedload transport model.

Figure 10 introduces the simulation results for the flow discharge of $Q = 72$ L/s. As Figure 11 shows, the higher discharge implied more intensive bed changes. The deposition zone shifted closer to the right flume wall and extended mainly in the downstream direction. The elevation of the highest point increased a few cm during this run. On the contrary, the scour hole tended to deepen further and extended to the upstream direction.

As mentioned above, the van Rijn model calculated extremely high morphological changes and so the simulations diverged (results from those simulations are not shown). The elevations of the highest deposition point and the lower scour point, estimated by the Wilcock and Crowe and the combined model, are overestimated in both cases. Neither of the models reproduced the extension of the scour hole towards the upstream direction. The major difference between the Wilcock and Crowe and the combined models is that the combined one indicates higher transport capacity in the main stream, and consequently less deposition can be observed in that version. The $d_{50}$ distribution of the Wilcock and Crowe model also indicates that the eroded particles were deposited immediately after the erosion zone (Figure 12-ii). Nevertheless, the combined model seems to result in less stable particles in the main stream and so indicates higher $d_{50}$ values downstream of $x = 3.5$ m (Figure 12-ii). Thus, the combined model barely calculates deposition in the main stream (Figure 11-iii). The combined model overall shows better agreement with the measurements.

The measured equilibrium bed levels after the last run (Figure 13) show that the local deposition formed during the previous two runs stopped growing; moreover, a part of it was eroded.

![Figure 10](image-url)
Figure 11. Measured and simulated equilibrium bed levels at $Q = 72$ L/s. (top: measured; ii: Wilcock and Crowe formula; iii: combined approach).

Figure 12. Measured (circles) and calculated (ii: Wilcock and Crowe formula; iii: combined approach) $d_{50}$ distribution at $Q = 72$ L/s.
Thus, the combined model barely calculates deposition in the main stream (Figure 11-iii). The combined model overall shows better agreement with the measurements. The measured equilibrium bed levels after the last run (Figure 13) show that the local deposition formed during the previous two runs stopped growing; moreover, a part of it was eroded.

Figure 12. Measured (circles) and calculated (ii: Wilcock and Crowe formula; iii: combined approach) d50 distribution at Q = 72 L/s.

Figure 13. Measured and simulated equilibrium bed levels at Q = 100 L/s. (top: measured; ii: Wilcock and Crowe formula; iii: combined approach).

As it could be observed in the laboratory experiment, a significant amount of the sediments was exported from the flume suddenly at the highest discharge, while the rest, as a dune formation, tended to shift much slower towards the outlet direction [19]. This deposition zone reached a stable state before the outlet section. It can be observed that the lowest point in the scour hole deepened by 4 cm. The highest parts of the deposition zone also decreased, showing a total deposition height of 1.5 cm compared to the initial bed level.

The calculated final bed levels can be seen in Figure 13-ii and in Figure 13-iii. Similar to the experiments, the further deepening at the tip of the groin is visible. Similar to the previous cases, the estimated level of the deepest point was acceptable; the difference was less than 1.5 cm. Although the Wilcock and Crowe model was not able to reproduce the erosion in the upstream from the groin, a major difference can be noticed at the downstream part of the scour hole. In accordance with the previously experienced behavior of the models, the Wilcock and Crowe model overestimates the stability of the finer eroded sediments, indicating a fairly stable position. Accordingly, not only local deposition occurs, but the surrounding averaged bed level also increased. It is also remarkable that a significantly higher (~2 cm) deposition zone formed. In contrast to the laboratory measurement, no dune formation could be detected at the outlet section in Figure 13-ii and in Figure 13-iii. However, the deposition zones have two peaks. This suggests a similar phenomenon as in the laboratory case: a part of the dune formation tended to shift downstream and separated. Although the combined approach was not able to reproduce the dune formation at the outlet section, the separation of the dunes and the shifting of the lower dune were modeled more reliably.

Tables 2 and 3 show data on the volumes of the deposition forms. Table 2 shows the ratio of the calculated and measured dune volumes for each model run. A value of 1 would indicate a perfect match to the measured volume.
Table 2. The $V_m/V_c$ values, where $V_m$ is the calculated and $V_c$ is the measured volume of the deposition form. W&C: Wilcock and Crowe.

<table>
<thead>
<tr>
<th>Flow Discharge, L/s</th>
<th>Sediment Transport Model</th>
<th>Van Rijn</th>
<th>W&amp;C</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>58</td>
<td>40.62</td>
<td>6.47</td>
<td>6.38</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>-</td>
<td>2.12</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>-</td>
<td>0.48</td>
<td>0.54</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The $V_{Sh}/V_{tot}$ values, where $V_{Sh}$ is the volume of the shifted and $V_{tot}$ is the total volume of the total deposition amount.

<table>
<thead>
<tr>
<th>Measured</th>
<th>Sediment Transport Model</th>
<th>W&amp;C</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.39</td>
<td></td>
<td>0.09</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Table 2 shows that the combined approach yields a better agreement with the measured data. Especially in the second model run, the rate of 1.1 means quite a reliable calculation of the deposition volume. However, in the first and last runs, the differences between the two models are not significant, but the combined approach resulted in better estimated volumes in both cases. In the case of the last model run, the ratio of the shifted dune and the total deposition volumes were also calculated with respect to the measurement, the Wilcock and Crowe and the combined approach model runs. These ratio values can be seen in Table 3. The values still show considerable disagreement in the case of both models. However, compared with the rate of the Wilcock and Crowe to the rate of combined model, the combined approach more accurately estimates the detachment of the shifting dune. This difference is the effect of the involvement of the van Rijn formula.

The $d_{50}$ distribution calculated by the Wilcock and Crowe model refers to the resuspension of the fine particles, which indicates the disappearance of fine materials along the downstream half of the flume.

The agreement between the calculated (field) by Wilcock and Crowe and measured (dots) $d_{50}$ distribution of the bed material suggests the applicability of the Wilcock and Crowe model. The calculated distribution not only reproduces the spatial patterns but also shows an acceptable quantitative match (Figure 14-ii).

Since there was no considerable difference between the two calculated $d_{50}$ distribution fields (Figure 14-ii,iii), the $d_{50}$ distribution calculated by the combined approach has the same precision as the Wilcock and Crowe formula. However, there is no measured point between $x = 1.5–3$ m, where the deposition dune stopped moving forward during the combined approach calculation. Figure 14-iii indicates some coarsening ($x > 1.5$ m, green spots, $d_{50} > 0.01$ m) around this region. A possible reason for this phenomenon can be the above detailed incorrect effect of the constant active layer. Accordingly, the lower part of the deposition is taken into account by the numerical model as being coarser than it is. Thus, a more stable deposition is assumed, leading to the stoppage of the dune.

At the highest discharge, in both model variants, the deposition zone shifted towards the downstream direction, but no lateral displacement was simulated as occurred in the experiments. Therefore, the easily erodible fine particles did not enter the main stream. According to Figure 8B,C, the flow model underestimates the cross-directional velocity values at the deposition zone. Thus, the eroded sediments tend to transfer to the right wall and settle. This can be another explanation for the underestimation of the out-washed sediment amount. Moreover, this can explain why the numerical models estimate larger deposition on the right side of the flume. This experience also draws attention to the importance of the further development of the 3D numerical flow modeling.
where the van Rijn model calculates the sediment transport. In this zone, the transport capacity of the flow is higher (\(\tau\) ≲ 1.5 \(N/m^2\)) compared to the Wilcock and Crowe model. Indeed, the local deposition at the outlet section seems to be developing, which underlines the benefit of the combined model, estimating transport of the eroded sediments than the Wilcock and Crowe formula. The cross sections of different sediment transport formulas in these regions can also be justified with the findings of Jaggi [50], who used the particle Froude number (dimensionless bed shear stress) to distinguish between sediment transport modes:

\[
\tau^* = \frac{\tau}{g(\rho_S - \rho_W)d}
\]  

Based on this classification, weak transport characterizes the deposition zone (where \(\tau^*\) is around 0.01), while mobile armoring characterizes the erosion zone at the tip of the groin (where \(\tau^*\) is around 0.08), indeed calling for different approaches for the transport modeling.

Finally, the spatial behavior of the combined sediment transport model is assessed. Figures 15 and 16 show the equilibrium bed levels and bed shear stress distribution calculated by the combined approach, at the lowermost discharge. The dotted lines refer to the \(d_{90} = 0.021\) m isolines, which bound the regions where the Wilcock and Crowe formula is applied. The off-line areas show the regions where the van Rijn model calculates the sediment transport.

A larger part of the deposition zone (red spot, behind the groin in Figure 15, blue spot in Figure 16) was formed primarily from the finer fractions and belongs to the van Rijn formula. Although the van Rijn model estimates much higher mobility for the smaller particles, the transport capacity is still too low (\(\tau \lesssim 1.5 \ N/m^2\)) to transport even the smaller grains (see Section 3.4). On the other side of the \(d_{90} = 0.021\) m isoline, the bed material is coarser and the Wilcock and Crowe formula is activated. In this zone, the transport capacity of the flow is higher (\(\tau \gtrsim 1.5 \ N/m^2\)), but the estimated higher stability of the grains leads to a resistant bed formation. Thus, the combined application of the two formulas is justified.

Figure 14. Measured (circles) and calculated (ii: Wilcock and Crowe formula; iii: combined approach) \(d_{50}\) distribution at \(Q = 100\) L/s.
with the above presented conditions (Equations (4) and (5)) results in the described equilibrium bed formation. The formed dune ridge of the deposition zone (red spot in Figure 15) designates the places where the morphological conditions ($\tau \sim 1.5 \text{ N/m}^2$, $d_{90} = 0.021 \text{ m}$) do not result in any substantial sediment transport according to both formula.

![Equilibrium bed levels and $d_{90} = 0.021 \text{ m}$ isolines (dotted lines) at $Q = 58 \text{ L/s}$, resulting from the combined approach.](image)

**Figure 15.** Equilibrium bed levels and $d_{90} = 0.021 \text{ m}$ isolines (dotted lines) at $Q = 58 \text{ L/s}$, resulting from the combined approach.

![Equilibrium bed shear stress distribution and $d_{90} = 0.021 \text{ m}$ isolines (dotted lines) at $Q = 58 \text{ L/s}$, resulting from the combined approach.](image)

**Figure 16.** Equilibrium bed shear stress distribution and $d_{90} = 0.021 \text{ m}$ isolines (dotted lines) at $Q = 58 \text{ L/s}$, resulting from the combined approach.

### 5. Conclusions

In this paper, we introduced a novel approach to simulate sediment transport and related morphological changes in complex hydro-morphological situations, implementing and combining the Wilcock and Crowe [8] and the van Rijn [12] bedload transport models in a 3D numerical hydrodynamic model. The reason for this development was the fact that most of the empirical sediment transport formulas are not generally applicable for spatially and temporally strongly varying flow and sediment conditions, such as the development of local scour together with the transport of fine material. Through a comparative analysis with flume experiments of mixed size bed material, the capabilities of the numerical model were tested coupling the two, significantly different sediment transport formulas. The developed numerical tool distinguishes spatially and temporally between the two formulas, based on an indicator grain size and uses the Wilcock and Crowe model where the mixed sediment dominates and the van Rijn model where sand dominates. The improved numerical model gives better estimation of the morphological changes than the separate application of the models. The considerable differences compared to the single application of the Wilcock and Crowe model occurs mainly with respect to the calculation of the motion and deposition of the eroded sediments. The combined approach resulted in a better match to the measurements, which is enough to underline the potential of development. However, the presented combination method should not be considered as a generally validated sediment transport model, but as a demonstration of the benefit of the coupled application of sediment transport models.
It is important to note that it seems to be quite a challenging task to provide reliable experimental data for model validation. In this study, a thorough analysis of the flow, sediment transport and morphological changes was performed; however, the temporal changes could hardly be detected as opposed to the equilibrium conditions. The utilization of surrogate techniques for bed load transport measurements might be a suitable way to reveal the temporal behavior of the sediment transport. For instance, acoustic measurements using Acoustic Doppler Current Profiler ADCP to track the bed movement based on bottom tracking [51] could be applied. Also, the continuous measurement of the bed morphology could support the numerical model validation, for which ultrasonic [52] and coupled ultrasonic and laser techniques [53] were recently tested.

The future goal is obviously to apply the developed numerical tool to field-scale problems. An issue to be further investigated is, however, the scale-effect, which is likely presented when performing laboratory analysis of sediment transport. Therefore, a proper continuation of the present study would be to validate the model on the prototype scale and to reveal the major differences between the two scales in terms of the main features of the sediment transport. Indeed, the reliable morphodynamic modeling of rivers with complex flow and sediment transport characteristics is of major interest since economic, environmental and social impacts are directly connected to river morphology.
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