
Introduction

One of the major problems for decision makers and

managers of the environment is that of effectively assess-

ing impacts and the changes they induce. Science can pro-

vide a wide variety of models which attempt to predict

and explain ecosystem processes. However, presenting

the results in an understandable and convincing form is

problematic. This paper takes a bifocal approach and at-

tempts to combine cutting edge scientific methodology

for assessing the state of the environment with clarity of

exposition of results, so that the outcomes are easy to un-

derstand. To do this, we focus on a particular example

which has relevance to an area of public health concern:

managing intertidal saltmarshes both to minimise risk of

mosquito borne disease and to conserve ecological value

(P.E.R. Dale 2001). The method involves modifying the

marsh by runnelling to inhibit mosquito breeding. Run-

nelling was developed in Australia in the mid 1980’s and

is a form of habitat modification designed to interfere as

little as possible with the ecosystem (Hulsman et al. 1989,

Dale et al. 1993). Intertidal saltmarshes are protected un-

der environmental and fisheries legislation. Indeed, under

the Integrated Planning Act 1997, all development in

Queensland has to ‘seek to achieve’ ecological sustain-

ability, and any modification to the intertidal zone is sub-

ject to permits from government agencies. These agencies

need a good knowledge base upon which to make deci-

sions. This is one focus of this paper. The other focus is

to explore a method of assessing the state of the environ-

ment and how it is changing.

Earlier work on related topics includes a study of suc-

cession using first order transition matrices (and implied

Markov processes) reported in Williams et al. (1969).

Other studies involving Markov processes include that of

Orlóci et al. (1993) which sought to establish the useful-

ness of such models, and Wildi and Schütz (2000) al-

though they are more concerned with arranging fragmen-

tary observations into what is presumed to be a single

sequence. Recently, Anand and Orlóci (1995, 1996) have

examined a notion of complexity in ecology using infor-

mation theory and chaos theory. These studies consider

the changes in complexity during the course of succession

but do not address the estimation of Kolmogorov com-

plexity nor its potential use in operationalising Occam’s

razor, which is, in part, the topic addressed here. Results

supporting Anand and Orlóci can be found in Dale (2000),
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while other uses of Minimum Message Length assess-

ment of models in vegetation studies can be found in Dale

(2001a,b) and Dale et al. (2001).

Data and methods

General

Our procedure follows that of Williams et al. (1969).

We assume that the system can be described as progress-

ing through a series of discrete types or states. Identifying

types of vegetation can then be used to assess the state of

the environment and if observations are repeated over a

period of time the sequence of types will indicate changes.

The starting point is to classify the sample plots. That is,

all plots at all times are treated as independent observa-

tions and assigned to classes
�
. An unsupervised classifi-

cation can be used to identify the necessary states or types

and the assignment to types of any individual sample may

be fuzzy. The classes represent the more or less discrete

types (or states) of the environment over the time period.

Now we can look at the actual location in time (and

space) of each sample plot and see if it has changed class,

and if so, in what way. We can answer questions such as

‘do the treatment (modified) plots fall into classes distinct

from the control (unmodified) plots?’ This is not the same

as asking if there are statistically significant differences

between treated and control as in standard ANOVA pro-

cedures. It is rather looking at the behaviour of sample

plots over time and, to some extent, represents the dyna-

mism of the environment (see also Dale and Hulsman

1988). More formal methods for making such an appraisal

exist but we shall consider these elsewhere.

Study area and data

The study site is on Coomera Island (S27° 51’, E153°

33’), to the north of the Gold Coast, Queensland and close

to areas of rapid population growth. It is mainly vegetated

with Marine Couch (Sporobolus virginicus (L. Kunth)

and of Sarcocornia quinqueflora (Bunge ex Ung.-Stern)

with the Grey Mangrove (Avicennia marina (Forsk))

along the inlet which floods the marsh. It is also an area

of major mosquito breeding. The problem species,

Ochlerotatus vigilax (Skuse)
�
, is a vector of alphaviruses

such as Ross River virus and Barmah Forest virus.

To control the mosquito, a small part of the marsh (0.5

ha) was runnelled in November 1985. Runnels up to 0.30

m deep and 0.90 m wide were constructed to link isolated

pools where the mosquitoes breed to the tidal source, al-

lowing increased predator access. The method has

worked to reduce mosquito populations; previous impact

assessment indicates relatively little impact (Dale et al.

1993, 1996). Data used here were collected from 30 sam-

ple sites at quarterly intervals from November 1985 to

November 1999. These included sites near to runnels

(treatment) and those near isolated and unrunnelled pools

(control). The vegetation variables measured included the

size and density of Sporobolus and Sarcocornia in perma-

nent quadrats
�
. The environmental variables included

characteristics of the water table, substrate and distance

from the tidal flooding front (tidal edge of the marsh). In

all there were 1680 observations (each site at each time).

A few values are missing for some environmental

variables because of marsh flooding at the time of collec-

tion and in one case because of collector accident. Fortu-

nately the analytic method adopted is robust to such omis-

sions.

Clustering

The clustering procedure adopted in this paper is a

Minimum Message Length (MML) encoding method,

fully described in Wallace and Dowe (2000; see also Ap-

pendix 1). The method uses a neo-Bayesian approach to

separate mixtures of possibly overlapping distributions

and can also be related to information theory concepts

such as Kolmogorov’s (1965) complexity. Basically we

are seeking to optimally encode or describe the data so

that we can transmit it efficiently using the code. If the

data are random then we can do no better than directly

encode it on a one-to-one basis; this would result in a sin-

gle cluster encompassing the entire data. On the other

hand, if there is pattern in the data, a code can be chosen

so as to reduce the length of the message. In the present

case the pattern is represented by the existence of clusters.

Assumptions and nature of the clustering method

The method separates mixtures of distributions and

several choices are available depending on the nature of

the data collected. Here we have assumed that the mix-

tures are of Gaussian distributions. We further assume

that there is no within-cluster correlation between attrib-

utes. Edwards and Dowe (1998) have modified the pro-

gram to incorporate a single axis of variation within clus-
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ters, but this has some unfortunate consequences for con-

sistency of estimation and has not been used here. Both

these assumptions underlie other clustering methods. The

effect of the assumption will be a possible increase in the

number of clusters detected.

The procedure further assumes that there is no spatial

or other correlation between sample sites, which is not

necessarily true for the present data. Again the assump-

tion is common to most clustering methods. Procedures

for coping with such dependency are known, (Wallace

1998, Edgoose and Allison 1999) and we hope to investi-

gate the impact of such dependency in a future study.

Finally the program utilises the precision of the meas-

urements to dichotomise continuous variables. This

means that attributes measured using a coarse measure

contribute less information than those more precisely

measured.

It is not necessary to actually identify the code, so long

as we can determine the length of the message; shorter

messages are more efficient for our purposes and indicate

cluster or class structure.

Philosophy

MML can be regarded as implementing a form of Oc-

cam’s Razor, in which simplicity is balanced against com-

plexity in explaining phenomena. The former is repre-

sented by the message length needed to encode the cluster

descriptions, the latter by the likelihood of the data con-

ditional on the model. A trade-off can be made for, as we

increase the number of clusters, the fit to the data im-

proves and reduces the message length, but the complex-

ity of cluster description increases and that increases the

message length. The measure of precision is also a trade-

off between extra message length for very precise state-

ments and possible bias for very coarse statements. Maxi-

mum message length assigns every individual (e.g.,

sample plot) to one or more classes probabilistically. For

those who feel that models should be assessed by their

predictive quality, Wallace (1996) has examined the rela-

tionship of induction and prediction, concluding that

“MML minimises the degree to which future data will

surprise us’. This would seem to be a reasonable goal.

The message length is closely related to the posteriori

probability of the model (or theory). The selection of the

number of clusters relies on this probability and not on

any subjective decisions or the application of rules of

thumb of dubious worth. It is possible that the number of

clusters is estimated to be 1, which represents the null hy-

pothesis of no clustering. Differences in (log) probability

between different models represent the odds ratio in fa-

vour of the model with the shorter message length. All

measurements are in nits and a difference of about 10 nits

indicates odds of over 1000:1 in favour of the shorter mes-

sage.

The program

The program Snob (Boulton and Wallace 1970) esti-

mates the message length by combining three compo-

nents. These are:

• a measure of precision of measurement for any nu-

meric or angular data;

• a measure dependent on the prior probability of a

particular model, calculated from the number of

clusters and the various parameters of attributes for

each cluster; and

• a measure concerned with the probability of the data,

conditional on the model being true.

The program allows both things and attributes to be

masked. This means they are excluded from the cluster

formation steps. However, they are not excluded from the

assessment of the clusters, so that the things are assigned

to clusters and the attribute parameters are assessed for

significance.

The program outputs a variety of information, includ-

ing the message length for the 1-cluster solution and for

the n-cluster solution it finds as optimal. The difference

between these 2 values represents redundancy, i.e., the

amount of structure captured by the clustering; the larger

this difference, the better. The output also includes iden-

tification of all attributes whose mean and standard devia-

tion within a particular cluster are significantly different

from those of the overall population. Finally, it assigns

every sample site at each time to one or more clusters and

indicates the relative probability of the thing belonging to

each cluster. Thus, there is an inherent possibility of fuzzi-

ness in the assignment of units to clusters. As Wallace and

Dowe (2000) explain, this fuzziness can be used to reduce

the message length and it also permits the estimates of

cluster parameters to be consistent whereas most com-

monly employed clustering methods only allow inconsis-

tent estimates.

Applied analyses

In our analyses the things to be clustered are descrip-

tions of sample plots at each of 56 specific times over a

period of 14 years, with quarterly observations. In princi-

ple, we could use the entire temporal history of each plot

as a single attribute, but there is presently no available

MML procedure for such data. The descriptions we have
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are of 2 kinds. First the density and size of the two princi-

pal plants Sporobolus and Sarcocornia. These are nu-

meric variables and we used them to generate the clusters.

Second, we have various measures of environmental at-

tributes, both numeric and multistate, including salinity,

pH and water content of the substrate, water table depth

and salinity, density of crab holes, and distance from tidal

source. These were masked, so that they did not contrib-

ute to the identification of the clusters. However, to aid in

interpretation, information on the possible significance of

these attributes to clusters is output by the program. For

numeric attributes, the within cluster distribution may be

either Gaussian or Poisson, but for all these data analyses

we have chosen the Gaussian.

The process is illustrated in Figure 1. First the com-

plete data set was clustered, using the MML method de-

scribed above. The number of classes was determined by

the smallest message length (“cost’), each class was de-

scribed in terms of its classifying variables (the plants)

and by any of the environmental variables which were

significantly associated with the class. Each class was

then labelled with a descriptive name, although the origi-

nal class numbers have been retained in the text for brev-

ity. The pattern of classes in time was plotted as a graph

for the data as a whole as well as for the treatment and

control data. Next we created a matrix for all sites, and

separately for control and treatment sites showing, for

each class, how many times it was followed by any other

class - that is a transition matrix. Thus, if a class remained

the same throughout it would have all its observations re-

corded in the one cell. This was used to generate a general

model of change. The classes were represented symboli-

cally to provide a picture of their character. For typical

sequences of change (episodes) the classes were plotted

for sites selected to demonstrate a visually effective dem-

onstration of changes over time.

Results

Clusters and their temporal patterns

The 11-class clustering proved to be the optimal one

in terms of message length. The majority of sample plots

Figure 1. Flow chart of process for identifying change.
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were unambiguously assigned to a single class. The 1-

class length (all the data ignoring any pattern) was 42357,

whereas the 11-class length was only 28158. The redun-

dancy or structure captured is the difference between

these numbers, in this case 14199. The greater the size of

this number the more likely it is that the clusters did not

occur by chance. In the present case, this represents an

odds ratio in favour of the 11 cluster solution, compared

to one cluster solution of e
�����

:1 which is a VERY large

number. We therefore accept first that clusters exist in

these data and second, that 11 is a reasonable estimate of

the number of such clusters. Note that this does NOT

mean that some other structure, such as ordination axes,

might not result in a still shorter message length and hence

be preferable to our cluster solution. In principle, it would

be possible to make such a test, but we have not done so

at this time.

Table 1 summarises the class descriptions and associ-

ated relationships with other environmental factors, not

used to classify. The types ranged from tall dense

Sporobolus, through mixtures of Sporobolus and Sarco-

cornia to Sarcocornia alone. Tall dense Sporobolus occu-

pies the slightly elevated areas at some distance from the

lower marsh edge, whereas Sarcocornia tends to be found

in the lower parts of the marsh. The very sparse Sarco-

cornia (class 8) and the bare ground (class 11) have sig-

nificant crab activity, wet substrate and lower salinities.

Figure 2 shows the pattern of the classes over time for

all the sites. At the start of the experiment in November

1985, six of the 11 classes were present. These ranged

from the tall dense Sporobolus to the dense Sarcocornia

with a small amount of Sporobolus (Table 1). At the last

reported observation only 3 of the starting classes re-

mained in the system. Gone were the tall relatively dense

Sporobolus with moderate amounts of Sarcocornia (3)

and the two classes of relatively dense Sarcocornia with

some Sporobolus (6 and 7). Classes 8, 9, 10 and 11 had

developed over the course of the experiment. One class

had only very few and very small Sporobolus plants. Two

contained Sarcocornia and no Sporobolus and one con-

tained no plants at all. So the method shows a gross

change over time of diminished vegetation cover.

Looking at the results in more detail there appear to

be several types of classes based on their temporal behav-

iour. First, there are the persistent classes which are al-

ways or almost always present at the marsh. Always pre-

sent is the tall dense Sporobolus class (1). Mostly present

were classes 2, 5 and 6. These are mixtures of Sporobolus

and Sarcocornia of at least moderate size and density.

Second, there are the classes which were there at the start

but which became extinct. These were classes 3 and 7.

They contain tall and relatively dense Sporobolus (3) or

medium and sparse Sporobolus but with dense Sarco-

cornia (7). Third are classes which developed over the

Table 1. Summary of the class descriptions.
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course of the experiment and persisted. These were

classes 8 and 9 both with short sparse plants (Sporobolus

in class 8; Sarcocornia in class 9). Fourth are classes

which developed but were periodic in their presence.

These were classes 4, 10 and 11. Class 4 had relatively

large Sporobolus and Sarcocornia, but of medium den-

sity. Class 10 is of dense Sarcocornia and 11 is bare mud.

Class 11 did not appear until the end of year 5.

Having established the nature of change in the system

as a whole, the next question is ‘how do the runnelled

sites behave compared to the unrunnelled ones (pools)?’

Figure 2. Overall pattern

of change for all sites (dots

indicate presence of the

class at the specific time).

Figure 3. Change pattern

for a. Runnel (treatment)

sites and b. Pool (control)

sites (dots indicate pres-

ence of the class at the

specific time).
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Figure 3 shows the distribution of the classes over time

again, but separates treatment from control.

The most striking difference between the runnelled

and unrunnelled sites is in the greater variety of classes or

states exhibited by the runnelled sites at any one time, al-

though both consistently contain the persistent

Sporobolus class (1). Two of the 3 persistent classes (2

and 6) disappear from the unrunnelled sites. Class 2 (tall

dense Sporobolus with some large Sarcocornia) does not

persist beyond the end of year 2; Class 6 persists for over

12 years, but has been missing for the last 2 years. It has

periodically gone from the unrunnelled sites but usually

reappears within a year. Class 8 (with just a small amount

of very short Sporobolus) first appears in the runnelled

sites after 3 years. It does not appear in the unrunnelled

sites until briefly in year 5, and later in year 13.

Transition matrices

Table 2 shows the matrix of change for all sites. There

was no obvious difference between treatment and control

sites in this regard; a formal test was not applied but is

available, see Kullback et al. (1962). From the table a se-

quence model can be constructed using the common se-

quences (Figure 4). This illustrates the fate of classes. It

appears that a site in the dominant class tall dense

Sporobolus (1), if it changes at all, may change in two ma-

jor directions. On one hand it can lose size and density of

Sporobolus and become bare ground (class sequence 1-8-

11). This appears to be associated with wetness (indicated

by significant associations with high soil water). In this

state it may oscillate between bare ground, short

Sporobolus and tall dense Sporobolus as shown by the site

in Figure 5a. If it follows the other path it may change by

Sarcocornia colonising the site (Figure 5b and c). If this

happens then Sporobolus may become shorter, less dense

and the site may have only Sarcocornia (Classes 9 and

10). Figure 5b shows part of the sequence for a site that

tends to occupy the upper part of the longer sequence in

Figure 4. Figure 5c illustrates a site that tends to occupy

the lower part of the longer sequence in Figure 4. It is rare

for a site to get out of the class 1 to 8 loop, but it does

happen occasionally. However, such sequences do not

usually get to the bare ground stage. From Table 3, it can

be seen that bare ground (11) generally remains as bare

ground.

What is this all telling us? The changes, particularly

in the runnelled sites, appear to be associated with de-

creasing vegetation and especially of decreasing

Sporobolus. Although Class 1 is a persistent one it is be-

coming less dominant and accounting for a declining pro-

portion of the total vegetation at the sites. This is so for

runnelled and unrunnelled sites and perhaps reflects over-

all changes in the general area; during part of the period

the area was subject to very low rainfall. The only class

which has increased its proportion of the overall vegeta-

tion is class 9 (low density small Sarcocornia, typical of

the low marsh). Otherwise the only other increasing con-

tributors are found as Class 8 mainly in the runnelled sites

though increasing slightly in the unrunnelled sites, too.

Class 8 is one with very sparse and very short Sporobolus

and may be a class indicative of the decline of a

Sporobolus dominated class.

Discussion

The classes are consistent with those obtained by Dale

et al. (1986) for the larger marsh based on aerial survey

and classifying spectral reflectance recorded on large

scale colour infrared aerial photographs. There, 8 classes

could be discerned based on the size and density of the

two dominant species. These ranged from monospecific

stands of tall dense Sporobolus through mixtures of domi-

nant Sporobolus with Sarcocornia, to dominant Sarco-

Table 2. Matrix of change for all sites.
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cornia with Sporobolus and thence to monospecific

stands of Sarcocornia (Dale et al 1986). However, in the

present study, there was an additional class of bare ground

or mud that was not identified in the earlier research. This,

and the pattern of classes over time, indicate that bare

ground is a newcomer to the area. The bare ground also

was associated with larger numbers of crab holes and this

is consistent with Chapman et al. (1998) who reported in-

creased crab numbers at the Coomera site in the runnelled

area, compared to the unmodified marsh.

Figure 4. Diagrammatic sequence model.
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The intermittent classes may represent a dynamic

state which particular sites go through as the vegetation

diminishes. The decline in the grass Sporobolus, gener-

ally dominant in the higher areas (Adam et al. 1988), and

the increase in Sarcocornia, especially for runnelled sites,

indicates an environment which may be acquiring low

marsh characteristics at the expense of the high marsh. In-

deed, Adam et al. (1988) reported that Sarcocornia is

found near to mangroves (low marsh). The results are

consistent with the nature of the modification that brings

tidal water on to the marsh more often than before modi-

fication and flushes it more frequently. There are other in-

dications that the marsh may be taking on low marsh char-

acteristics, such as the establishment of Avicennia marina

mangroves in slow flowing runnels and connected pools

and in the apparent increased use of the habitat by crabs

(Australoplex tridentata), which are more usually found

in low marsh/mangrove habitats.

The greater variety of classes in the runnelled sites

compared to the unrunnelled one could represent a greater

habitat diversity in the former. Does runnelling increase

habitat diversity? There are some circumstantial and un-

published data to support this! Alternatively, it could be

related to an ongoing change whereby some at least of the

classes represent transitions from one state to another. Is

this precluded by the fixed discrete nature of the classes

with invariant boundaries? It is interesting that Liebovitch

(1995) has suggested possibilities of defining and using

states with labile boundaries.

Conclusion

The methods we have employed provide a theoretical

framework for identifying and investigating changes.

This is the role of science in the project. To render the

results interpretable at a management level, we have rep-

resented the change model in pictorial form whilst main-

taining a close relationship between the pictures and the

class characteristics as identified by the exposition. We

have also shown that changes have occurred in the marsh

vegetation, though not all are related to the runnelling ac-

tivities.

But changes can be of two kinds. First, there may be

a single suite of processes operating and the impact means

only that some sites shift between states of that suite. Sec-

ond, it may be that the process suite itself has been

changed so that there exists more than one process suite

operating over the time period being examined. In the sec-

ond case, the impact is clearly more severe, for we have

introduced new processes.

In effect, for this research we have assumed that the

system is driven by a single set of processes and that our

activities did not change this. This is assumed by most

studies of change, including those using BACI (before-af-

ter, control-intervention) methods. But it is obvious that

an action that modifies the processes in operation in an

ecosystem is likely to have more significant impacts than

one which simply changes the state of the system. We are

Figure 5. Exemplary episodes of changes. Dots represent continuation of the preceding type. a. from tall dense Sporobolus

to bare ground. b. Sporobolus (dominant)-Sarcocornia mixtures. c. Sarcocornia (dominant)-Sporobolus mixtures. Key as

for Figure 4.

Classification to identify change 27



presently exploring alternative methods that permit the

identification of this situation.
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Appendix

The Snob program is available for non-profit use (in

the form of FORTRAN 77 source code from

http://www.csse.monash.edu.au/~dld/Snob.html) and a

detailed description of the algorithm and various heuris-

tics used is in print (Wallace and Dowe 2000) The follow-

ing is therefore an abbreviated description only. Note that

minimising message length is equivalent to maximising

the posterior probability. A message of length m bits is

equivalent to a probability of p=2
��

. MML estimation

leads to consistent estimates which are efficient in that

they converge rapidly to any true underlying parameter

value. The estimates are also invariant under 1-to-1 pa-

rameter transforms.

To evaluate the quality of any clustering we have to

calculate the associated message length. This involves

two components, one based on the extant clusters, the

other on the fit of the data assuming correct assignment to

these clusters. The message must include a statement of

the number of clusters. For each cluster and each attribute

we also calculate the message length needed to encode the

necessary parameters of the attribute for that cluster. Each
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type of attribute is associated with different parameters,

so the exact expressions vary with type. Thus multistate

attributes require specification of probabilities of occur-

rence of all states, Gaussian attributes need mean and

standard deviation, Poisson attributes need only the Pois-

son parameter, while angular attributes have mean and

concentration, and can be specified in degrees or radians.

As an example, the minimal message length needed to

state both the parameter estimates and encoding things in

the light of these estimates is given by

(M-1)/2 log(N/12+1) - log(M-1)! - S� (n� + 0.5) log p�

where there are M states and n� is the number of things in

state m and N=n� + n� …+n�, and p� = (n�+0.5)/

(N+M/2). The difference between the minimum message

length estimates of p� and the maximum likelihood esti-

mate is due to the Fisher information term in the former,

which for the case of M=2 is given by N/(p�(1-p�)). When

calculating the message length associated with fit various

corrections are made, for example, for the multistate case

where M>N. Missing values may be specially coded and

such coding does not affect the minimisation of message

length

For numeric attributes, the parameter values are only

expressed to some necessary precision determined by the

program. Over-precise specification of parameters in-

creases the message length while too coarse a precision

will reduce the quality of fit, so some balance must be

reached. This can be quantified using lattice constants for

optimally tessellating Voronoi regions (Wallace and

Dowe 1993).

Having thus encoded the parameters for all attributes,

we can calculate the fit of the things to the clusters to

which they are assigned. This is obviously based on the

probability of observing such a thing given the specific

cluster parameters for each attribute. Wallace and Dowe

also show that by introducing probabilistic assignment

the message length can actually be reduced while the es-

timates of parameters become consistent. However, rather

than using partial assignment the program effectively as-

signs a thing to a class probabilistically which, on aver-

age, gives approximately the same result. The approxima-

tion is due to the use of a quadratic Taylor series

expansion rather than what Wallace and Freeman (1987)

call ‘strict MML’

The basic search algorithm used is an EM routine, also

known as a Pickard iteration and similar to the well-

known k-means algorithm. Overall, it seeks to move

things between clusters to try and reduce the overall mes-

sage length. The program will utilise some user-fixed

number of re-assignment iterations (‘adjustments’) unless

the message length does not change for 30 iterations. Con-

trol of the program is interactive although the user can set

up a control file to perform a specific series of operations.

The user can also save configurations and recover them.

Besides the adjustment operations, the program also

employs splitting and merging heuristics. For all large

enough clusters, the program retains 2 sub-clusters, ran-

domly initialised, and it is these that are actually used in

the re-allocation scheme. The program can therefore de-

termine if splitting any cluster into its subclusters will re-

duce the message length still further. Occasionally these

sub-clusters may be remade to avoid local minima. Very

small clusters are suppressed and their members allocated

elsewhere. However, any outliers in a cluster can be iden-

tified because their contribution to the fit component of

the message length is overly large. To investigate merging

of clusters, the program attempts to fuse pairs of clusters.

To save time, it first assesses such merges on the assump-

tion that no things will get moved to other clusters as a

result of the merge. Only if the merge looks promising is

a full evaluation attempted.

The heuristic search does not guarantee a global opti-

mum although, in theory and with sufficient data, this

might be attained (in fact there is a slight bias in sampling

from the posterior distribution of the number of clusters

and although methods for avoiding this are known they

are not presently included in the program). To overcome

local convergence, the program can be initialised using

random partitions into a user-specified number of clusters

or from a user-specified partition of some selection (not

necessarily all) of the things. Note that the number of clus-

ters used to initialise the procedure need not, and gener-

ally will not, remain constant once the analysis com-

mences. In practice, we have started from 2 positions, one

with very few clusters, the other with very many. The re-

sults from these usually provide close enough bounds on

an approximately ‘correct’ number of clusters and several

random starts can then be initiated in this region.

The program provides reports on classes, attributes

and things. Although it is possible to mask attributes and

things so they do not contribute to the clustering itself,

information concerning them will be present in the re-

ports. For attributes, the program further assesses whether

the cluster parameters can be regarded as significantly dif-

ferent from those of the entire population. For things, a

message length is reported so that outliers can be easily

identified.
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