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#### Abstract

In this paper we extend Darbo's fixed point theorem in Banach spaces and obtain a tripled fixed point theorem. The technique of measure of noncompactness is the main tool in carrying out our proof. Finally, as an application of our results, we analyze the existence of solutions for a system of neutral differential equations.
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## 1. Introduction and preliminaries

The notion of a measure of non compactness (MNC) was introduced by Kuratowski [9] in 1930. Darbo's fixed point theorem [7] which ensures the existence of fixed point is an important application of this measure, since it generalizes both Schauder fixed point and Banach contraction principle. Thereafter, many investigations and papers have been appeared in the MNC and it's application, see for example $[1,2,5,8,10]$. The aim of this paper is to generalize the Darbo's fixed point theorem via the concept of the class of operators $O(f ;$.$) and extend the results of the theorem$ presented by Samadi and Ghaemi in [10]. Further, we apply our extension to obtain a tripled fixed point and study the existence of solutions for the system

$$
\left\{\begin{array}{l}
x^{\prime}(t)=f\left(t, x(\zeta(t)), y(\zeta(t)), z(\zeta(t)), x^{\prime}(\beta(t)), y^{\prime}(\beta(t)), z^{\prime}(\beta(t))\right)  \tag{1.1}\\
y^{\prime}(t)=f\left(t, y(\zeta(t)), x(\zeta(t)), z(\zeta(t)), y^{\prime}(\beta(t)), x^{\prime}(\beta(t)), z^{\prime}(\beta(t))\right) \\
z^{\prime}(t)=f\left(t, z(\zeta(t)), y(\zeta(t)), x(\zeta(t)), z^{\prime}(\beta(t)), y^{\prime}(\beta(t)), x^{\prime}(\beta(t))\right)
\end{array}\right.
$$

where $t \in[0, T]$ with the initial condition

$$
x(0)=x_{0}, y(0)=y_{0}, z(0)=z_{0}
$$

First, we introduce some notations and definitions which are used throughout this paper. Let $R$ be the set of real numbers, $R_{+}=[0, \infty)$ and $(E,\|\|$.$) be a real Banach$ space with the zero element 0 . We write $\bar{B}(x, r)$ to denote the closed ball centered at $x$ with radius $r$. If $X$ be a nonempty subset of $E$ then the symbols $\bar{X}$ and $\operatorname{Conv} X$ stand for the closure and closed convex hull of $X$, respectively. Moreover, $\mathfrak{M}_{E}$ is the family of nonempty bounded subset of $E$ and $\mathfrak{N}_{E}$ denote its subfamily consisting of all relatively compact sets.

Definition 1 ([6]). A mapping $\mu: \mathfrak{M}_{E} \longrightarrow R_{+}$is said to be a measure of noncompactness in E if it satisfies the following conditions:
$1^{\circ}$ The family $\operatorname{ker} \mu=\left\{X \in \mathfrak{M}_{E}: \mu(X)=0\right\}$ is nonempty and $\operatorname{ker} \mu \subset \mathfrak{N}_{E}$;
$2^{\circ} X \subseteq Y \Longrightarrow \mu(X) \leq \mu(Y)$;
$3^{\circ} \mu(\bar{X})=\mu(X)$;
$4^{\circ} \mu(\operatorname{Conv} X)=\mu(X)$;
$5^{\circ} \mu(\lambda X+(1-\lambda) Y) \leq \lambda \mu(X)+(1-\lambda) \mu(Y)$ for $\lambda \in[0,1]$;
$6^{\circ}$ If $\left\{X_{n}\right\}$ is a sequence of closed sets from $\mathfrak{M}_{E}$ such that $X_{n+1} \subset X_{n}$ for $n=1,2, \cdots$, and if $\lim _{n \rightarrow \infty} \mu\left(X_{n}\right)=0$, then $X_{\infty}=\cap_{n=1}^{\infty} X_{n} \neq \varnothing$.

The following concept of $O(f ;$.$) was given by Altun and Turkoglu [4].$
Let $F([0, \infty)$ ) be the class of all functions $f:[0, \infty) \rightarrow[0, \infty)$ and let $\Theta$ be the class of all operators
$O(\bullet ; \cdot): F([0, \infty)) \rightarrow F([0, \infty)), \quad f \rightarrow O(f ; \cdot)$
satisfying the following conditions:
(1) $O(f ; t)>0$ for $t>0$ and $O(f ; 0)=0$.
(2) $O(f ; t) \leq O(f ; s)$ for $t \leq s$.
(3) $\lim _{n \rightarrow \infty} O\left(f ; t_{n}\right)=O\left(f ; \lim _{n \rightarrow \infty} t_{n}\right)$.
(4) $O(f ; \max \{t, s\})=\max \{O(f ; t), O(f ; s)\}$ for some $f \in F([0, \infty))$.

Example 1. ([4] ) If $f:[0, \infty) \rightarrow[0, \infty$ ) is a nondecreasing, continuous function such that $f(0)=0$ and $f(t)>0$ for $t>0$, then the operator defined by

$$
O(f ; t)=\frac{f(t)}{1+f(t)}
$$

satisfies the above conditions.
Definition 2 ([8]). A triple $(x, y, z)$ is called a triple fixed point of a mapping $T$ : $X \times X \times X \rightarrow X$ if

$$
T(x, y, z)=x, \quad T(y, x, z)=y, \quad T(z, y, x)=z
$$

The following theorems are basic for our main results.
Theorem 1 (Schauder [3]). Let $C$ be a nonempty, bounded, closed and convex subset of a Banach space $E$. Then every compact and continuous map $T: C \rightarrow C$ has at least one fixed point.

Theorem 2 (Darbo [7]). Let C be a nonempty, bounded, closed and convex subset of a Banach space $E$ and $T: C \rightarrow C$ be a continuous mapping. Assume that there exists a constant $K \in[0,1)$ such that $\mu(T X) \leq K \mu(X)$ for any nonempty subset $X$ of $C$, where $\mu$ is a MNC defined in $E$. Then $T$ has at least a fixed point in $C$.

Theorem 3 ([10]). Suppose $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ are measures of noncompactness in Banach spaces $E_{1}, E_{2}, \ldots, E_{n}$ respectively. Moreover assume that the function $F$ : $R_{+}^{n} \longrightarrow R_{+}$is convex and $F\left(x_{1}, \ldots, x_{n}\right)=0$ if and only if $x_{i}=0$ for $i=1,2, \ldots, n$. Then

$$
\tilde{\mu}(X)=F\left(\mu_{1}\left(X_{1}\right), \mu_{2}\left(X_{2}\right), \ldots, \mu_{n}\left(X_{n}\right)\right)
$$

defines a measure of noncompactness in $E_{1} \times E_{2} \times \ldots \times E_{n}$ where $X_{i}$ denotes the natural projection of $X$ into $E_{i}$, for $i=1,2, \ldots, n$.

Remark 1. Aghajani et al. [1] illustrated the Theorem 3 by the following example. Let $F$ be as follows:

$$
F(x, y, z)=\max \{x, y, z\}, \text { or } F(x, y, z)=x+y+z, \text { for any }(x, y, z) \in[0, \infty)^{3} .
$$

They showed that
$\widetilde{\mu}(X)=\max \left(\mu_{1}\left(X_{1}\right), \mu_{2}\left(X_{2}\right), \mu_{3}\left(X_{3}\right)\right)$, or $\widetilde{\mu}(X)=\mu_{1}\left(X_{1}\right)+\mu_{2}\left(X_{2}\right)+\mu_{3}\left(X_{3}\right)$, defines an MNC in the space $E_{1} \times E_{2} \times E_{3}$ where $X_{i},(i=1,2,3)$ are the natural projection of $X$ into $E_{i}$.

Samadi and Ghaemi [10] generalized Darbo's fixed point theorem as fallow.
Theorem 4. Let $U$ be a nonempty, bounded, closed and convex subset of a Banach space $E$. Assume $F: U \rightarrow U$ be a continuous operator such that satisfying

$$
\psi(\mu(F(X))) \leq \phi(\psi(\mu(X))) \psi(\mu(X))
$$

for all nonempty subset $X$ of $U$, where $\mu$ is an arbitrary $M N C$ in $E, \psi: R_{+} \rightarrow R_{+}$is nondecreasing function such that $\psi(t)=0$ if and only if $t=0$ and $\phi:[0, \infty) \rightarrow[0,1)$ is a continuous function such that $\limsup _{t \rightarrow r} \phi(t)<1$ for all $r \geq 0$. Then $F$ has a fixed point in $U$.

The Darbo's fixed point theorem is followed if $\psi=I$ (identity map) and $\phi=K$ in the Theorem 4.

## 2. MAIN RESULTS

Now we state one of the main results in this paper which extends and generalizes Darbo's fixed point theorem by using concept of $O(f ;$.$) .$

Theorem 5. Let C be a nonempty, bounded, closed and convex subset of a Banach space $E$ and $T: C \rightarrow C$ be a continuous operator such that

$$
\psi[O(f ; \mu(T X))] \leq \Phi[\psi(O(f ; \mu(X)))] \psi(\mu(X))
$$

for $X$ of $C, O(\bullet ; \cdot) \in \Theta$ and let $\psi: R_{+} \rightarrow R_{+}$be a nondecreasing function such that $\psi(t)=0$ if and only if $t=0$. Let $\Phi:[0, \infty) \rightarrow[0,1)$ is a continuous function such that $\lim _{n \rightarrow \infty} \Phi^{n}(t)=0$ for each $t \geq 0$, where $\mu$ is an arbitrary $M N C$. Then $T$ has at least one fixed point in $C$.

Proof. By induction, we construct a sequence $\left\{C_{n}\right\}$ such that $C_{0}=C$ and $C_{n+1}=$ $\operatorname{Conv}\left(T C_{n}\right)$ for $n \geq 1$. We have
$T C_{0}=T C \subseteq C=C_{0}, C_{1}=\operatorname{Conv}\left(T C_{0}\right) \subseteq C=C_{0}$, therefore by continuing this process deduce that

$$
C_{0} \supseteq C_{1} \supseteq \ldots \supseteq C_{n} \supseteq C_{n+1} \supseteq \ldots
$$

If there exists an integer $N \geq 0$ such that $\mu\left(C_{N}\right)=0$, then $C_{N}$ is relatively compact. In this case Theorem 1 implies that $T$ has a fixed point. Now we suppose that $\mu\left(C_{n}\right) \neq 0$ for $n \geq 0$. We have

$$
\begin{align*}
\psi\left[O\left(f ; \mu\left(C_{n+1}\right)\right)\right] & =\psi\left[O\left(f ; \mu\left(\operatorname{Conv}\left(T C_{n}\right)\right)\right)\right] \\
& =\psi\left[O\left(f ; \mu\left(T C_{n}\right)\right)\right] \\
& \leq \Phi\left[\psi\left(O\left(f ; \mu\left(C_{n}\right)\right)\right)\right] \psi\left(\mu\left(C_{n}\right)\right) \\
& \leq \Phi^{2}\left[\psi\left(O\left(f ; \mu\left(C_{n-1}\right)\right)\right)\right] \psi\left(\mu\left(C_{n-1}\right)\right)  \tag{2.1}\\
& \vdots \\
& \leq \Phi^{n}\left[\psi\left(O\left(f ; \mu\left(C_{0}\right)\right)\right)\right] \psi\left(\mu\left(C_{0}\right)\right) \\
& =\Phi^{n}[\psi(O(f ; \mu(C))] \psi(\mu(C))
\end{align*}
$$

By letting $n \rightarrow \infty$ in (1.2) we infer that $\lim _{n \rightarrow \infty} \psi\left[O\left(f ; \mu\left(C_{n+1}\right)\right)\right]=0$. Therefore,

$$
\lim _{n \rightarrow \infty} \psi\left[O\left(f ; \mu\left(C_{n+1}\right)\right)\right]=\psi\left[O\left(f ; \lim _{n \rightarrow \infty} \mu\left(C_{n+1}\right)\right)\right]=0
$$

we know that $O(f ; 0)=0$. Thus,
$\lim _{n \rightarrow \infty} \mu\left(C_{n+1}\right)=0$. Since $C_{n} \supseteq C_{n+1}$ and $T C_{n} \subseteq C_{n}$ for all $n=1,2,3, \ldots$ then from $6^{\circ}$ of definition MNC, $X_{\infty}=\cap_{n=1}^{\infty} X_{n}$ is a nonempty, closed and convex set, invariant under $T$ and belongs to Ker $\mu$. Consequently, from Theorem 1 we deduce that $T$ has at least a fixed point.

Remark 2. The Theorem 4 is followed if $O(f ; t)=t$ and $f=I$ in Theorem 5.
The following Corollary is immediate of Theorem 5.
Corollary 1. Let C be a nonempty, bounded, closed and convex subset of a Banach space $E, T: C \rightarrow C$ and $\psi: R_{+} \rightarrow R_{+}$are continuous functions. Suppose that there exists a constant $0<\lambda<1$ such that for all $X \subseteq C$,

$$
\psi[O(f ; \mu(T X))] \leq \lambda[\psi(O(f ; \mu(X)))] \psi(\mu(X)
$$

where $\mu$ is an arbitrary measure of noncompactness and $O(\bullet \cdot \cdot) \in \Theta$. Then $T$ has at least one fixed point in $C$.

Remark 3. The Darbo's fixed point theorem is followed if $O(f ; t)=t, f=I$ and $\psi=I$ in Corollary 1 .

Theorem 6. Let $C$ be a nonempty, bounded, closed and convex subset of a Banach space $E$ and $T: C \times C \times C \rightarrow C$ be a continuous function such that

$$
\begin{align*}
\psi\left[O\left(f ; \mu\left(T\left(x_{1} \times x_{2} \times x_{3}\right)\right)\right)\right] \leq \frac{1}{3} \Phi\left[\psi\left(O\left(f ; \mu\left(x_{1}\right)+\mu\left(x_{2}\right)+\mu\left(x_{3}\right)\right)\right]\right.  \tag{2.2}\\
\times \psi\left[\mu\left(x_{1}\right)+\mu\left(x_{2}\right)+\mu\left(x_{3}\right)\right]
\end{align*}
$$

for any subset $x_{1}, x_{2}, x_{3}$ of $C$, where $\mu$ is an arbitrary $M N C, \Phi:[0, \infty) \rightarrow[0,1)$ is nondecreasing function such that $\lim _{n \rightarrow \infty} \Phi^{n}(t)=0$ for $t \geq 0$ and $\psi: R_{+} \rightarrow R_{+}$is a continuous function such that $\psi(t)=0$ if and only if $t=0$. Also, $O(\bullet ; \cdot) \in \Theta$ and $O(f ; t+r+s) \leq O(f ; t)+O(f ; s)+O(f ; r)$ for all $t, s, r \geq 0$. Then $T$ has at least a tripled fixed point.

Proof. From Remark 1, we have $\widetilde{\mu}(x)=\mu\left(x_{1}\right)+\mu\left(x_{2}\right)+\mu\left(x_{3}\right)$. Now we define a mapping $\widetilde{T}: C \times C \times C \rightarrow C \times C \times C$ by

$$
\widetilde{T}(x, y, z)=(T(x, y, z), T(y, x, z), T(z, y, x))
$$

It is clear that $\widetilde{T}$ is continuous. We prove that $\widetilde{T}$ satisfies all the conditions of Theorem 5. Let $X \subseteq C \times C \times C$ be any nonempty subset by in (2.2) and $2^{\circ}$ we obtain

$$
\begin{aligned}
& \psi\left[O(f ; \widetilde{\mu}(\widetilde{T}(x))] \leq \psi\left[O \left(f ; \widetilde{\mu}\left(T\left(x_{1} \times x_{2} \times x_{3}\right)\right) \times T\left(x_{2} \times x_{1} \times x_{3}\right)\right.\right.\right. \\
&\left.\times T\left(x_{3} \times x_{2} \times x_{1}\right)\right] \\
&= \psi\left[O \left(f ; \mu\left(T\left(x_{1} \times x_{2} \times x_{3}\right)+\mu\left(T\left(x_{2} \times x_{1} \times x_{3}\right)\right.\right.\right.\right. \\
&+ \mu\left(T\left(x_{3} \times x_{2} \times x_{1}\right)\right] \\
&= \psi\left[O\left(f ; \mu\left(T\left(x_{1} \times x_{2} \times x_{3}\right)\right)\right)\right]+\psi\left[O\left(f ; \mu\left(T\left(x_{2} \times x_{1} \times x_{3}\right)\right)\right)\right] \\
&+\psi\left[O\left(f ; \mu\left(T\left(x_{3} \times x_{2} \times x_{1}\right)\right)\right)\right] \\
& \leq \frac{1}{3} \Phi\left[\psi\left(O\left(f ; \mu\left(x_{1}\right)+\mu\left(x_{2}\right)+\mu\left(x_{3}\right)\right)\right] \psi\left[\mu\left(x_{1}\right)+\mu\left(x_{2}\right)+\mu\left(x_{3}\right)\right]\right. \\
&+\frac{1}{3} \Phi\left[\psi\left(O\left(f ; \mu\left(x_{2}\right)+\mu\left(x_{1}\right)+\mu\left(x_{3}\right)\right)\right] \psi\left[\mu\left(x_{2}\right)+\mu\left(x_{1}\right)+\mu\left(x_{3}\right)\right]\right. \\
&+\frac{1}{3} \Phi\left[\psi\left(O\left(f ; \mu\left(x_{3}\right)+\mu\left(x_{2}\right)+\mu\left(x_{1}\right)\right)\right] \psi\left[\mu\left(x_{3}\right)+\mu\left(x_{2}\right)+\mu\left(x_{1}\right)\right]\right. \\
&= \Phi\left[\psi\left(O\left(f ; \mu\left(x_{1}\right)+\mu\left(x_{2}\right)+\mu\left(x_{3}\right)\right)\right] \psi\left[\mu\left(x_{1}\right)+\mu\left(x_{2}\right)+\mu\left(x_{3}\right)\right]\right.
\end{aligned}
$$

From Theorem 5 deduce that $\widetilde{T}$ has at least a fixed point in $C \times C \times C$ and $T$ has at least a tripled fixed point.

As application of Theorem 6 we can get the following corollary.

Corollary 2. Let $C$ be a nonempty, bounded, closed and convex subset of a Banach space $E$ and $T: C \times C \times C \rightarrow C$ be a continuous function such that

$$
\mu\left(T\left(x_{1} \times x_{2} \times x_{3}\right)\right) \leq \frac{1}{3} \Phi\left(\mu\left(x_{1}\right)+\mu\left(x_{2}\right)+\mu\left(x_{3}\right)\right)
$$

for any subset $x_{1}, x_{2}, x_{3}$ of $C$, where $\mu$ is an arbitrary MNC. Also, $\Phi:[0, \infty) \rightarrow[0,1)$ is a nondecreasing function such that $\lim _{n \rightarrow \infty} \Phi^{n}(t)=0$ for $t \geq 0$. Then $T$ has at least a tripled fixed point.

## 3. Application

In this section as an application of Theorem 6 and Corollary 2 we study the existence of solutions for the system of equations (1.1). Let the space $C[0, T]$ consisting of all real functions defined, bounded and continuous on the interval $[0, T]$ equipped with the standard norm

$$
\|x\|=\sup \{|x(t)|: t \in[0, T]\}
$$

Recall that the modulus of continuity of a function $x \in C[0, T]$ is defined by

$$
\omega(x, \epsilon)=\sup \{|x(t)-x(s)|: t, s \in[0, T],|t-s| \leq \epsilon\}
$$

Since $x$ is uniformly continuous on $[0, T]$ then $\omega(x, \epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$ and the Hausdorff measure of noncompactness for all bounded sets $\Omega$ of $C[0, T]$ is equivalent to

$$
\chi(\Omega)=\lim _{\epsilon \rightarrow 0}\left\{\sup _{x \in X} \omega(x, \epsilon)\right\}
$$

See more detail [3].
Now we consider the following assumptions:
$\left(\mathrm{A}_{1}\right) \zeta, \beta:[0, T] \rightarrow[0, T]$ are continuous functions.
$\left(\mathrm{A}_{2}\right)$ The function $f:[0, T] \times \mathbb{R}^{6} \rightarrow \mathbb{R}$ is continuous and there exist continuous and nondecreasing functions $\varphi, \theta: \mathbb{R}_{+} \longrightarrow \mathbb{R}_{+}$such that $\lim _{n \rightarrow \infty} \Phi^{n}(t)=0$ for $t \geq 0$ and

$$
\begin{array}{r}
\left|f\left(t, x_{1}, x_{2}, \ldots, x_{6}\right)-f\left(t, y_{1}, y_{2}, \ldots, y_{6}\right)\right| \leq \theta\left(\max _{1 \leq i \leq 3}\left|x_{i}-y_{i}\right|\right)+  \tag{3.1}\\
\frac{1}{3} \varphi\left(\left|x_{4}-y_{4}\right|+\left|x_{5}-y_{5}\right|+\left|x_{6}-y_{6}\right|\right)
\end{array}
$$

$\left(\mathrm{A}_{3}\right)$ There exists a positive solution $r_{0}$ of the inequality

$$
\begin{equation*}
M+\theta(T r)+\frac{1}{3} \varphi(3 r) \leq r \tag{3.2}
\end{equation*}
$$

where

$$
M=\sup \left\{\left|f\left(t, x_{0}, y_{0}, z_{0}, 0,0,0\right)\right|: t \in[0, T]\right\}
$$

Now, let us put $x^{\prime}(t)=X(t), y^{\prime}(t)=Y(t)$ and $z^{\prime}(t)=Z(t)$. Then the problem (1.1) can be replaced equivalently by the following functional-integral equation

$$
\left\{\begin{align*}
& X(t)=f\left(t, x_{0}+\int_{0}^{\zeta(t)} X(s) d s, y_{0}\right.  \tag{3.3}\\
&+\int_{0}^{\zeta(t)} Y(s) d s, z_{0}+\int_{0}^{\zeta(t)} Z(s) d s, X(\beta(t), Y(\beta(t), Z(\beta(t)) \\
& Y(t)=f\left(t, y_{0}+\int_{0}^{\zeta(t)} Y(s) d s, x_{0}\right. \\
&+\int_{0}^{\zeta(t)} X(s) d s, z_{0}+\int_{0}^{\zeta(t)} Z(s) d s, Y(\beta(t), X(\beta(t), Z(\beta(t)) \\
& Z(t)=f\left(t, z_{0}+\int_{0}^{\zeta(t)} Z(s) d s, y_{0}\right. \\
&+\int_{0}^{\zeta(t)} Y(s) d s, x_{0}+\int_{0}^{\zeta(t)} X(s) d s, X(\beta(t), Y(\beta(t), Z(\beta(t))
\end{align*}\right.
$$

where $t \in[0, T]$. In the sequel we will examine the equation (3.3).
Theorem 7. Under the assumptions $\left(A_{1}\right)-\left(A_{3}\right)$ the equation (3.3) has at least one solution $x \in\{C[0, T]\}^{3}$

Proof. Let us consider the operator $T$ defined on the space $C[0, T]$ by the formula

$$
\begin{align*}
T(x, y, z)(t)= & f\left(t, x_{0}+\int_{0}^{\zeta(t)} X(s) d s, y_{0}+\int_{0}^{\zeta(t)} Y(s) d s, z_{0}\right. \\
& +\int_{0}^{\zeta(t)} Z(s) d s, X(\beta(t), Y(\beta(t), Z(\beta(t)) \tag{3.4}
\end{align*}
$$

for all $t \in[0, T]$. Observe that in view of assumptions $\left(A_{1}\right)$ and $\left(A_{2}\right)$, the function $T x$ is continuous on $[0, T]$ for any $x \in C[0, T]$, i.e. $T$ transforms the space $C[0, T]$ into itself. For arbitrarily fixed $t \in[0, T]$, we have

$$
\begin{aligned}
|T(x, y, z)(t)| \leq & \mid f\left(t, x_{0}+\int_{0}^{\zeta(t)} x(s) d s, y_{0}+\int_{0}^{\zeta(t)} y(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta(t)} z(s) d s, x(\beta(t)), y(\beta(t)), z(\beta(t))\right) \\
& -f\left(t, x_{0}, y_{0}, z_{0}, 0,0,0\right)\left|+\left|f\left(t, x_{0}, y_{0}, z_{0}, 0,0,0\right)\right|\right. \\
\leq & \theta\left(\max \left\{\left|\int_{0}^{\zeta(t)} x(s) d s\right|,\left|\int_{0}^{\zeta(t)} y(s) d s\right|,\left|\int_{0}^{\zeta(t)} z(s) d s\right|\right\}\right) \\
& +\frac{1}{3} \varphi(|x(\beta(t))|+|y(\beta(t))|+|z(\beta(t))|) \\
& +\left|f\left(t, x_{0}, y_{0}, z_{0}, 0,0,0\right)\right| \\
\leq & \theta(T \max \{\|x\|,\|y\|,\|z\|\})+\frac{1}{3} \varphi(\|x\|+\|y\|+\|z\|)+M
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\|T(x, y, z)\| \leq \theta(T \max \{\|x\|,\|y\|,\|z\|\})+\frac{1}{3} \varphi(\|x\|+\|y\|+\|z\|)+M \tag{3.5}
\end{equation*}
$$

and $T(x, y, z) \in C[0, T]$ for any $(x, y, z) \in(C[0, T])^{3}$. Due to Inequality (3.2) the function $T$ maps $\left(\bar{B}_{r_{0}}\right)^{3}$ into $\bar{B}_{r_{0}}$. Now we show that $T$ is a continuous function on $\left(\bar{B}_{r_{0}}\right)^{3}$. To do this, let us fix $\varepsilon>0$ and take arbitrary $(x, y, z),(u, v, w) \in\left(\bar{B}_{r_{0}}\right)^{3}$ such that $\max \{\|x-u\|,\|y-v\|,\|z-w\|\}<\varepsilon$. Then, for $t \in[0, T]$, we have

$$
\begin{aligned}
|T(x, y, z)(t)-T(u, v, w)(t)| & \leq \mid f\left(t, x_{0}+\int_{0}^{\zeta(t)} x(s) d s, y_{0}+\int_{0}^{\zeta(t)} y(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta(t)} z(s) d s, x(\beta(t)), y(\beta(t)), z(\beta(t))\right) \\
& -f\left(t, x_{0}+\int_{0}^{\zeta(t)} u(s) d s, y_{0}+\int_{0}^{\zeta(t)} v(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta(t)} w(s) d s, u(\beta(t)), v(\beta(t)), w(\beta(t))\right) \mid \\
\leq & \theta\left(\operatorname { m a x } \left\{\int_{0}^{\zeta(t)}|x(s)-u(s)| d s, \int_{0}^{\zeta(t)}|y(s)-v(s)| d s,\right.\right. \\
& \left.\left.\int_{0}^{\zeta(t)}|z(s)-w(s)| d s\right\}\right) \\
& +\frac{1}{3} \varphi(|x(\beta(t))-u(\beta(t))|+|y(\beta(t))-v(\beta(t))| \\
& +|z(\beta(t))-w(\beta(t))|) \\
\leq & \theta(T \varepsilon)+\frac{1}{3} \varphi(3 \varepsilon)
\end{aligned}
$$

So we have $\theta(T \varepsilon)+\frac{1}{3} \varphi(3 \varepsilon) \longrightarrow 0$ as $\varepsilon \longrightarrow 0$. Thus $T$ is a continuous function on $\left(\bar{B}_{r_{0}}\right)^{3}$. Now we show that $T$ satisfies all the conditions of Corollary 2. Let $X_{1}, X_{2}$ and $X_{3}$ be nonempty and bounded subsets of $\bar{B}_{r_{0}}$. Assume that $\varepsilon>0$ is arbitrary constant. Also we take $t_{1}, t_{2} \in[0, T]$, with $\left|t_{2}-t_{1}\right| \leq \varepsilon$ and $x \in X_{1}, y \in X_{2}$ and $z \in X_{3}$. Then we have

$$
\begin{aligned}
& \left|T(x, y, z)\left(t_{1}\right)-T(x, y, z)\left(t_{2}\right)\right| \leq \mid f\left(t_{1}, x_{0}+\int_{0}^{\zeta\left(t_{1}\right)} x(s) d s, y_{0}+\int_{0}^{\zeta\left(t_{1}\right)} y(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta\left(t_{1}\right)} z(s) d s, x\left(\beta\left(t_{1}\right)\right), y\left(\beta\left(t_{1}\right)\right), z\left(\beta\left(t_{1}\right)\right)\right) \\
& -f\left(t_{1}, x_{0}+\int_{0}^{\zeta\left(t_{1}\right)} x(s) d s, y_{0}+\int_{0}^{\zeta\left(t_{1}\right)} y(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta\left(t_{1}\right)} z(s) d s, x\left(\beta\left(t_{2}\right)\right), y\left(\beta\left(t_{2}\right)\right), z\left(\beta\left(t_{2}\right)\right)\right) \mid \\
& +\mid f\left(t_{1}, x_{0}+\int_{0}^{\zeta\left(t_{1}\right)} x(s) d s, y_{0}+\int_{0}^{\zeta\left(t_{1}\right)} y(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta\left(t_{1}\right)} z(s) d s, x\left(\beta\left(t_{2}\right)\right), y\left(\beta\left(t_{2}\right)\right), z\left(\beta\left(t_{2}\right)\right)\right) \\
& -f\left(t_{2}, x_{0}+\int_{0}^{\zeta\left(t_{1}\right)} x(s) d s, y_{0}+\int_{0}^{\zeta\left(t_{1}\right)} y(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta\left(t_{1}\right)} z(s) d s, x\left(\beta\left(t_{2}\right)\right), y\left(\beta\left(t_{2}\right)\right), z\left(\beta\left(t_{2}\right)\right)\right) \mid \\
& +\mid f\left(t_{2}, x_{0}+\int_{0}^{\zeta\left(t_{1}\right)} x(s) d s, y_{0}+\int_{0}^{\zeta\left(t_{1}\right)} y(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta\left(t_{1}\right)} z(s) d s, x\left(\beta\left(t_{2}\right)\right), y\left(\beta\left(t_{2}\right)\right), z\left(\beta\left(t_{2}\right)\right)\right) \\
& -f\left(t_{2}, x_{0}+\int_{0}^{\zeta\left(t_{1}\right)} x(s) d s, y_{0}+\int_{0}^{\zeta\left(t_{1}\right)} y(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta\left(t_{1}\right)} z(s) d s, x\left(\beta\left(t_{2}\right)\right), y\left(\beta\left(t_{2}\right)\right), z\left(\beta\left(t_{2}\right)\right)\right) \mid \\
& +\mid f\left(t_{2}, x_{0}+\int_{0}^{\zeta\left(t_{1}\right)} x(s) d s, y_{0}+\int_{0}^{\zeta\left(t_{1}\right)} y(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta\left(t_{1}\right)} z(s) d s, x\left(\beta\left(t_{2}\right)\right), y\left(\beta\left(t_{2}\right)\right), z\left(\beta\left(t_{2}\right)\right)\right) \\
& -f\left(t_{2}, x_{0}+\int_{0}^{\zeta\left(t_{1}\right)} x(s) d s, y_{0}+\int_{0}^{\zeta\left(t_{1}\right)} y(s) d s, z_{0}\right. \\
& \left.+\int_{0}^{\zeta\left(t_{1}\right)} z(s) d s, x\left(\beta\left(t_{2}\right)\right), y\left(\beta\left(t_{2}\right)\right), z\left(\beta\left(t_{2}\right)\right)\right) \mid \\
& \leq \frac{1}{3} \varphi\left(\left|x\left(\beta\left(t_{1}\right)\right)-x\left(\beta\left(t_{2}\right)\right)\right|+\left|y\left(\beta\left(t_{1}\right)\right)-y\left(\beta\left(t_{2}\right)\right)\right|\right. \\
& \left.+\left|z\left(\beta\left(t_{1}\right)\right)-z\left(\beta\left(t_{2}\right)\right)\right|\right)+\omega(f, \varepsilon) \\
& +\theta\left(\max \left\{\int_{\zeta\left(t_{2}\right)}^{\zeta\left(t_{1}\right)}|x(s)| d s, \int_{\zeta\left(t_{2}\right)}^{\zeta\left(t_{1}\right)} \mid y(s)\right) \mid d s,\right. \\
& \left.\left.\int_{\zeta\left(t_{2}\right)}^{\zeta\left(t_{1}\right)}|z(s)| d s\right\}\right) \\
& \leq \frac{1}{3} \varphi(\omega(x, \omega(\beta, \varepsilon))+\omega(y, \omega(\beta, \varepsilon))+\omega(z, \omega(\beta, \varepsilon))) \\
& +\omega(f, \varepsilon)+\theta\left(\max \left\{r_{0} \omega(\zeta, \varepsilon)\right\}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \omega(\beta, \varepsilon)=\sup \left\{\left|\beta\left(t_{2}\right)-\beta\left(t_{1}\right)\right|:\left|t_{1}-t_{2}\right| \leq \varepsilon, t_{1}, t_{2} \in[0, T]\right\} \\
& \omega(\zeta, \varepsilon)=\sup \left\{\left|\zeta\left(t_{2}\right)-\zeta\left(t_{1}\right)\right|: t_{1}, t_{2} \in[0, T],\left|t_{1}-t_{2}\right| \leq \varepsilon\right\} \\
& \omega(x, \omega(\beta, \varepsilon))=\sup \left\{\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right|:\left|t_{1}-t_{2}\right| \leq \omega(\beta, \varepsilon), t_{1}, t_{2} \in[0, \beta(T)]\right\} \\
& \omega(f, \varepsilon)=\sup \left\{\left|f\left(t_{1}, x_{1}, x_{2}, \ldots x_{6}\right)-f\left(t_{2}, x_{1}, x_{2}, \ldots x_{6}\right)\right|:\left|t_{1}-t_{2}\right| \leq \varepsilon\right. \\
& \left.\quad t_{1}, t_{2} \in[0, T], x_{4}, x_{5}, x_{6} \in\left[-r_{0}, r_{0}\right], x_{1}, x_{2}, x_{3} \in\left[-\beta(T) r_{0}, \beta(T) r_{0}\right]\right\} .
\end{aligned}
$$

We obtained

$$
\begin{aligned}
\left|T(x, y, z)\left(t_{1}\right)-T(x, y, z)\left(t_{2}\right)\right| \leq & \frac{1}{3} \varphi(\omega(x, \omega(\beta, \varepsilon))+\omega(y, \omega(\beta, \varepsilon))+\omega(z, \omega(\beta, \varepsilon))) \\
& +\omega(f, \varepsilon)+\theta\left(\max \left\{r_{0} \omega(\zeta, \varepsilon)\right\}\right)
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
\omega\left(T\left(X_{1} \times X_{2} \times X_{3}\right), \varepsilon\right) \leq & \frac{1}{3} \varphi\left(\omega\left(X_{1}, \omega(\beta, \varepsilon)\right)+\omega\left(X_{2}, \omega(\beta, \varepsilon)\right)+\omega\left(X_{3}, \omega(\beta, \varepsilon)\right)\right) \\
& +\omega(f, \varepsilon))+\theta\left(\max \left\{r_{0} \omega(\zeta, \varepsilon)\right\}\right.
\end{aligned}
$$

On the other hand by the uniform continuity of $f, \beta$ and $\zeta$ on $[0, T] \times\left[-\beta(T) r_{0}, \beta(T) r_{0}\right]^{3} \times$ $\left[-r_{0}, r_{0}\right]^{3},[0, T]$ and $[0, T]$ respectively, we have $\omega(f, \varepsilon) \longrightarrow 0, \omega(\beta, \varepsilon)$ and $\omega(\zeta, \varepsilon) \longrightarrow 0$ as $\varepsilon \longrightarrow 0$. Therefore we obtain

$$
\mu\left(T\left(X_{1} \times X_{2} \times X_{3}\right) \leq \frac{1}{3} \varphi\left(\mu\left(X_{1}\right)+\mu\left(X_{2}\right)+\mu\left(X_{3}\right)\right)\right.
$$

By applying Corollary 2, $T$ has a fixed point.

Example 2. Consider the following system of functional differential equations

$$
\left\{\begin{array}{l}
x^{\prime}(t)=t^{2}+\sqrt[3]{x(t)}+\sqrt[5]{y(t)}+\sqrt[7]{z(t)}+\frac{1}{3} \ln \left(1+\left|x^{\prime}(t)+y^{\prime}(t)+z^{\prime}(t)\right|\right)  \tag{3.6}\\
y^{\prime}(t)=t^{2}+\sqrt[3]{y(t)}+\sqrt[5]{x(t)}+\sqrt[7]{z(t)}+\frac{1}{3} \ln \left(1+\left|x^{\prime}(t)+y^{\prime}(t)+z^{\prime}(t)\right|\right) \\
z^{\prime}(t)=t^{2}+\sqrt[3]{z(t)}+\sqrt[5]{y(t)}+\sqrt[7]{x(t)}+\frac{1}{3} \ln \left(1+\left|x^{\prime}(t)+y^{\prime}(t)+z^{\prime}(t)\right|\right)
\end{array}\right.
$$

where $t \in[0,3]$ with the initial condition

$$
x(0)=3, y(0)=1, z(0)=2
$$

Eq. (3.6) is a special case of Eq. (1.1) where

$$
\beta(t)=\zeta(t)=t
$$

$$
f\left(t, x_{1}, \ldots, x_{6}\right)=t^{2}+\sqrt[3]{x_{1}}+\sqrt[5]{x_{2}}+\sqrt[7]{x_{3}}+\frac{1}{3} \ln \left(1+\left|x_{4}+x_{5}+x_{6}\right|\right)
$$

From the definitions of $\beta$ and $\zeta$, hypothesis $\left(\mathrm{A}_{1}\right)$ are obviously satisfied. Suppose that $t \in[0,3]$. Now, by taking $\varphi(t)=\ln (1+t), \theta(t)=\max _{i=3,5,7}\{\sqrt[i]{t}\}$ we have

$$
\begin{align*}
\left|f\left(t, x_{1}, \ldots, x_{6}\right)-f\left(t, y_{1}, \ldots, y_{6}\right)\right| & \leq\left|\sqrt[3]{x_{1}}-\sqrt[3]{y_{1}}\right|+\left|\sqrt[5]{x_{2}}-\sqrt[5]{y_{2}}\right|+\mid \sqrt[7]{x_{3}}-\sqrt[7]{y_{3} \mid} \\
& \left.+\frac{1}{3} \right\rvert\, \ln \left(1+\left|x_{4}+x_{5}+x_{6}\right|\right) \\
& -\ln \left(1+\left|y_{4}+y_{5}+y_{6}\right|\right) \\
\leq & \left|\sqrt[3]{x_{1}}-\sqrt[3]{y_{1}}\right|+\left|\sqrt[5]{x_{2}}-\sqrt[5]{y_{2}}\right|+\mid \sqrt[7]{x_{3}}-\sqrt[7]{y_{3} \mid} \\
& +\frac{1}{3} \ln \left(1+\frac{\left|x_{4}+x_{5}+x_{6}\right|-\left|y_{4}+y_{5}+y_{6}\right|}{1+\left|y_{4}+y_{5}+y_{6}\right|}\right) \\
\leq & \sqrt[3]{\left|x_{1}-y_{1}\right|}+\sqrt[5]{\left|x_{2}-y_{2}\right|}+\sqrt[7]{\left|x_{3}-y_{3}\right|} \\
& +\frac{1}{3} \ln \left(1+\left|x_{4}+x_{5}+x_{6}-\left(y_{4}+y_{5}+y_{6}\right)\right|\right) \\
\leq & \sqrt[3]{\left|x_{1}-y_{1}\right|}+\sqrt[5]{\left|x_{2}-y_{2}\right|}+\sqrt[7]{\left|x_{3}-y_{3}\right|} \\
& +\frac{1}{3} \ln \left(1+\left|x_{4}-y_{4}\right|+\left|x_{5}-y_{5}\right|+\left|x_{6}-y_{6}\right|\right) \\
= & \frac{1}{3} \varphi\left(\left|x_{4}-y_{4}\right|+\left|x_{5}-y_{5}\right|+\left|x_{6}-y_{6}\right|\right) \\
& +\theta\left(\max _{i=1,2,3}\left\{\left|x_{i}-y_{i}\right|\right\}\right) . \tag{3.7}
\end{align*}
$$

Thus, from (3.7) we infer that condition $\left(\mathrm{A}_{2}\right)$ holds. Furthermore,

$$
\begin{aligned}
M & =\sup \left\{\left|f\left(t, x_{0}, y_{0}, z_{0}, 0,0,0\right)\right|: t \in[0, T]\right\} \\
& =\sup \left\{t^{2}+\sqrt[3]{3}+\sqrt[5]{1}+\sqrt[7]{2}: t \in[0,3]\right\} \\
& \leq 12
\end{aligned}
$$

It is easy to see that each number $r \geq 20$ satisfies the inequality in condition $\left(\mathrm{A}_{3}\right)$, i.e.,

$$
12+\theta(3 r)+\frac{1}{3} \varphi(3 r) \leq r
$$

Thus, as the number $r_{0}$ we can take $r_{0}=20$. Consequently, all the conditions of Theorem 7 are satisfied. Hence the system equations 3.6 has at least one solution which belong to the space $\{C[0, T]\}^{3}$.
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