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Abstract— The human brain is an energy hungry organ.  

How that brain manages its energy consumption in 
maintaining its health and executing sensori-motor and 
cognitive functions is an important but overlooked research 
area in contemporary cognitive neuroscience.  It is argued here 
that the principal method whereby the human brain manages 
its energy utilization is through maintaining a relatively 
elevated level of activity in what can be referred to as “resting 
state networks” (RSN).  The elevated energy consumption in 
the human brain’s varied RSNs is driven and maintained by a 
physiological mechanism we call the Frame-Formation Energy 
Cycle (FFEC).  Running the FFEC cycle is metabolically 
expensive and therefore offers a mechanism to explain the 
increased energy consumption in human-brain RSNs as 
compared to regions not involved in such networks. 
 

Keywords—Resting State Network (RSN); Amplitude Modulation 
(AM); Metabolism; Energy Constraint; Glia; Spiking Neural 
Networks. 

 

I. INTRODUCTION 
 

The explosion of data on the functional anatomy of the 
human brain that neuroimaging research has provided us 
since the turn of the century has begun to identify 
collections or networks of regions of the brain that act 
cooperatively even during restful periods when there is no 
particularly high cognitive demand placed on those regions.  
These collections have been referred to as “resting state 
networks” (RSN) [23]. An RSN is a collection of 
cooperatively behaving brain regions and is characterized by 
a high “functional connectivity” between those constituent 
brain regions relative to what there would be between, say, a 

collection of random brain regions.  Functional connectivity 
can be defined as the “temporal dependence of neuronal 
activity patterns of anatomically separated brain regions” 
identified by “the level of co-activation of functional MRI 
time-series measured during rest” [23].  Some examples of 
RSNs in the human brain are the visual network, auditory 
network, sensorimotor network, default mode network, 
language network, executive network, and several others 
[20, 23]. Early concepts of visual receptive fields [13] can 
be seen as precursors of activity networks as described by 
RSNs.  

As more and more RSNs have been identified over the 
past 15 years, researchers began to become interested in 
how the formation and maintenance of these RSNs produce 
behavior and cognition in animals, especially humans.  A 
similar interest is developing as to how the breakdown in 
maintenance and interaction of these RSNs may lead to 
neurodegenerative diseases, such as dementia and 
schizophrenia [9]. RSNs also help to address issues related 
to cognitive load and driver fatigue [19]. In both the healthy 
and diseased brain, the manner in which cortical neurons 
and networks of neurons utilize the energy resources 
available to them is of critical importance. Understanding 
how these networks acquire and metabolize nutrients and 
discard waste products and excess heat will provide keen 
insight into how these RSNs are formed and maintained, as 
well as yield valuable insight into how changes in those 
processes alter normal brain function.   

Since nutrients, O2, CO2, waste products, and heat 
dissipation are all exchanged through the blood flow in the 
brain, and since RSNs are largely identified through changes 
in that blood flow, a good place to start an investigation is to 
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look at the BOLD signal that informs the identity of these 
RSNs [3, 22]. While, historically, there has been a debate on 
the origins of the BOLD signal, the growing consensus is 
that they are fundamentally driven through cooperatively 
behaving populations of neurons in various proximately and 
disparately connected brain regions both intra-
hemispherically and inter-hemispherically [22]. The BOLD 
signal is generated through excessive blood flow 
(hyperemia)  necessary to coordinate cooperative behavior 
between these local and disparate cortical regions. The 
excessive blood flow is necessary in the regions constituting 
the RSNs because a sustained cooperative activity between 
these regions demands high amount of energy even at rest. 
This demand is satisfied by the increased cerebral flow to 
the regions of the RSN in order to deliver an increase in O2 
and glucose to not only the cooperatively interacting 
neurons, but also to the closely associated glia cells that 
intimately interact with the neurons in the metabolic cycle 
[1, 15]. Furthermore, the increased cerebral blood flow 
(CBF) supplied to these RSN regions is likely required to 
remove the excessive CO2, waste products, as well as 
dissipate excess heat. 

Recently, Marcus Raichle, one of the pioneers of brain 
research using neuroimaging to probe human brain function, 
has hypothesized that RSNs serve to manage a sort of “dark 
energy” in the brain, an energy that binds the regions of a 
given RSN together [18].  The manifestation of this binding 
is identified as a tightly organized and specialized cross-talk 
or “chatter” that goes on between the regions of an RSN and 
which keeps it in a ready state to respond quickly to either 
sensory stimuli or internal cognitive signals. 

So crucial to understanding the functioning of the human 
brain are these RSNs, that Raichle put out a call to 
researchers to begin to build models of how the brain 
manages this dark energy by specifically highlighting one 
important RSN in particular, the default mode network 
(DMN).  Raichle states [18]: 

“Looking ahead, investigators must now try to glean how 
coordinated activity among and within brain systems 
operates at the level of the individual cells and how the 
DMN causes chemical and electrical signals to be 
transmitted through brain circuits. New theories will then be 
needed to integrate data on cells, circuits and entire neural 
systems to produce a broader picture of how the brain's 
default mode of function serves as a master organizer of its 
dark energy. Over time neural dark energy may ultimately 
be revealed as the very essence of what makes us tick.” 

In this work we heed Raichle’s call and outline a multi-
scale model for the management of metabolic/energy 
dynamics within RSN’s displaying high functional 
connectivity. We begin with a brief review of what 
functional connectivity is and how it identifies the 
constitution of human-brain RSNs. We follow this review 
by introducing the Frame Formation Energy Cycle (FFEC), 
the metabolic cycle we propose to describe the dynamics of 
interacting populations within and between the constitutive 
regions of any given RSN and that gives rise to the 

enigmatic dark energy. We present a preliminary population 
model of spiking neurons, including neuron-glia metabolism 
effects. We conclude with discussions of future research 
directions. 
 

II.  FUNCTIONAL ANATOMY OF RESTING STATE 
NETWORKS 

  
An RSN is a group of structurally and functionally 
associated brain regions whereby cooperative behavior in 
the network typically serves to execute some particular class 
of tasks, including visual recognition, auditory recognition, 
and language production/recognition [2, 22, 23].  While the 
constitution of some RSNs makes intuitive sense, the reason 
for the formations of other RSNs is not so obvious.  For 
example, there is a “primary visual” RSN that connects, 
bilaterally, the primary visual cortices in the human cortex.  
In addition, there is an auditory RSN that connects, also 
bilaterally, human auditory cortices [20]. Less intuitively, 
however, there are also RSNs composed of what may be 
considered to be more obscure brain regions.  For example, 
the “default mode network” (DMN), a network thought to 
be involved in idle thought or daydreaming, is an RSN 
composed principally of the posterior cingulate cortex, 
medial prefrontal cortex, medial temporal lobe, precuneus 
and temporoparietal junction [2].  The “executive network” 
RSN, on the other hand, includes predominantly the 
dorsolateral prefrontal cortex and anterior cingulate cortex 
[20]. The executive network is involved more in targeted 
tasks such as focused problem solving. 

 

           (1)                    (2)                   (3)                  (4)                 (5)           
Fig.1 The identification of five Resting State Networks (RSNs) in 
the human brain.  From left to right, the 1) dorsal default mode 
network, 2) ventral default mode network, 3) left executive control 
network, 4) right executive control network, and 5) anterior 
salience network [2]. 
 
 

While it makes intuitive sense that cooperatively 
interacting brain regions such as the visual cortices or 
auditory cortices would form an RSN, what is especially 
interesting about the discovery of RSNs like the DMN and 
executive network is that they inform more non-intuitive 
notions of how the brain executes it functions, what 
functions it deems important, and what brain regions are 
involved in those functions.  Another interesting feature of 
human-brain RSNs is that the functional connectivity 
among the constitutive regions seems to correlate with a 
likewise enhanced structural connectivity [2].  Although it is 
tempting to associate the enhanced structural connectivity 
between regions of a given RSN with its enhanced 
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functional connectivity [2, 10] and simply leave it at that, 
we believe it is important to investigate more closely how 
function follows form within the networks, paying particular 
attention as to how the energy budget of the brain plays a 
principal role. 

 
III. THE FFEC AND THE FORMATION AND 

MAINTAINANCE OF BRAIN RSNs 
 

In order to understand the origins of the elevated BOLD 
signals identifying the functional connectivity that defines 
an RSN, it is necessary to discuss how the populations of 
neurons that compose the varied regions of the RSN 
interact.  The model we will use here to describe the 
dynamics of neural populations follows the work of 
Freeman and Kozma [5, 6, 7, 16], who have developed a 
model for the production, manipulation, and transmission of 
perceptual and cognitive frames of experience known as the 
“cinematic model.” Each individual frame in the cinematic 
model corresponds to a specific percept such as the visual 
image of an apple or a mental “mind’s eye” image of an 
apple. The formation of temporal sequences of such images 
and the motor behaviors that accompany them, such as 
reaching out, grabbing, and taking a bite of an apple, are 
played out through the temporal sequencing of these frames 
in the human brain much like the frames in a film reel are 
played through a projector.  

Each of the frames described above are manifested, in the 
cortex in particular, as a spatial pattern of amplitude 
modulated (AM) activity in a given cyto-architectonically 
defined cortical region. These regions, e.g., the primary 
visual cortex or dorsolateral prefrontal cortex, are the 
regions that compose a given RSN.  These AM patterns are 
formed in the cortex when data from an external sensory 
stimuli enter the primary sensory cortices or when an 
endogenous signal arising within the brain itself, such a 
cognitive thought, triggers a synaptically coupled or 
strengthened assembly of neurons, what has been classically 
referred to as a “Hebbian cell assembly” (HCA) [11].  

The AM pattern that emerges from the activation of a 
given cell assembly manifests a perceptual/cognitive frame 
and the formation of the AM pattern provides the coherent 
and coordinated behavior within said cortical area that is 
necessary to transmit its identity or qualitative character to 
the other regions within the cortex and brain in general in 
order to inform the production of an associated AM pattern 
in that region. The frame formation process occurs through 
a four-stage cycle, which is referred to as the cinematic 
cycle of cognitive brain dynamics [6, 16]: 
 
Stage 1. “Disordered background” stage 

The firings of individual neurons are relatively 
uncoordinated with one another resulting in low phase 
coherence among the population of neurons constituting the 
region, as well as low analytic amplitude, which is 
representative of the spatial pattern of activation in the 
population.   

The energy cost in stage one is relatively low due to the 
sparse, uncorrelated firing of the neurons. 

 
Stage 2. “Trigger” stage 

A Hebbian cell-assembly becomes triggered which is 
marked by a gain or increase in the firing rate between the 
constituent neurons in the population due to facilitated 
synaptic connections. This action creates a well-defined AM 
pattern, which is reflective of an individual percept or 
cognitive frame.  

This stage of the cycle likely exacts a high-energy cost in 
that the increased firing rate in the population necessitates 
utilization of ATP from the Krebs cycle of the mitochondria 
to run the neurons’ sodium-potassium pumps [1]. Such 
demand likely also drains the glycogen stores in the glia 
cells (astrocytes) that are closely associated with the 
neurons in the pool. 

 
Stage 3. “Frame-formation” stage  

The emergence of the AM pattern peaks.  This allows the 
identity of the AM pattern to be sent along convergent and 
divergent axons to each of the other regions involved in the 
RSN which, in turn, initiates a stage two process of AM 
formation in those regions.  

Stage three likely exacts a high energy cost for the same 
reason as described for stage two. 
 
Stage 4. “Dissolution” stage 

The AM pattern disintegrates as new stimuli bombard the 
population and de-couples the cooperatively interacting 
neurons. At this point, the population returns to its stage one 
baseline level of activity, then the cycle repeats. 

The energy utilization in stage four is also likely low as 
CBF serves to restore the glycogen stores, the oxygen debt 
is “repaid,” and ATP production begins to crank up through 
the Krebs cycle in the mitochondria [1, 15]. 

 
Figure 2. Visualization of the FFEC; (1) disordered background 
stage; (2) trigger stage; (3) AM pattern formation stage; (4) 
dissolution (erosion) stage. The negentropy increases with 
increasing order in the system, as shown here by analytic 
amplitudes of multichannel EEG data; adopted from [16]. 
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IV.  METABOLIC MODEL OF RSN FORMATION AND 
MAINTENANCE 

 
Functional connectivity is the temporal dependence of 

neuronal activity patterns between brain regions [23]. We 
propose that this temporal dependence is provided for by the 
reinforcement of AM pattern formation between those 
anatomically separated brain regions. The elevated and 
highly coordinated BOLD signals that distinguish any given 
RSN’s identity from background brain activity are likely the 
result of the similarly coordinated timing of the energy 
demands brought about through the formation of the AM 
patterns in the FFE cycle described above. 

In order to run and maintain the FFEC, certain energy 
demands must be met for the constituent neural populations.  
Below we outline a multi-level metabolic model that 
supports the FFEC and is responsible for the coordinated 
BOLD signals that inform the functional connectivity that 
identifies given RSNs.  
 
A. Bi-phasic metabolic cycle of AM patterns 

 
In describing how this metabolic process proceeds, it is 

necessary to discuss how incoming signals entering a given 
neuron populations convert to the outgoing AM patterns that 
characterize the important contribution of the FFEC to the 
maintenance of RSNs. Accordingly, we propose the 
following bi-phasic metabolic approach of resting state 
brain activity: 
1. Low-activity metabolic state:  

During this state, which corresponds to the dissolution 
phase and disordered background phase of the FFEC, 
the population is performing more it’s housekeeping 
functions of paying back it’s a) oxygen debt or O2 
replacement, b) CO2 and waste removal, and c) 
excessive heat dissipation. 

2. High-activity metabolic state:  
During this state, which corresponds to the trigger 
phase and frame formation phase of the FFEC, ATP 
production is ramped up in the mitochondria of neurons 
which facilitates the high spiking density of these 
neurons during AM pattern formation, leading to the 
depletion of glycogen stores in astrocytes. 

 
B. Large-scale broadcast through RSNs 
 

Since the BOLD signal fluctuation period is significantly 
longer than that the FFEC period (~0.1 Hz versus ~5 Hz), 
we argue that the CBF that informs the BOLD signal is best 
viewed as a mostly a steady reservoir for heat dissipation 
and nutrient exchange and that the BOLD fluctuations 
reflect a more smoothed out and generalized oscillation 
timed by the phase synchrony of shared AM pattern 
formation between the constitutive regions of any given 
RSN. RSNs can be considered as plesiochronous entities 
with metastable dynamics, in which the synchrony 

continually erodes and ultimately switches to the state with 
a lack of synchrony.  

In our proposed interpretation, AM patterns are viewed as 
mesoscopic manifestations of cognitive content, which 
communicate through the RSN during their transmission 
phase to maintain some specific state. The duration of a 
FFEC is about 0.2 s, so there are several dozens of such 
cycles during the underlying RSN BOLD dynamics of ~10 
s. The FFEC provides a mesoscopic link from microscopic 
neurons to macroscopic networks across the hemispheres.  

 
C. Multi-level metabolic model of the FFEC 
 

The proposed model has 3 levels, namely, microscopic, 
mesoscopic, and macroscopic. The microscopic cellular 
level is based on the neuron-glia system using the ANLS 
shuttle [1]; see Fig. 3. The neuron-glia metabolic system is 
used to provide input to spiking neurons modeled, e.g., by 
leaky integrate-and-fire (LIF) neurons, or Izhikevich 
neurons [14]. Pools of excitatory and inhibitory spiking 
neurons are combined into the mesoscopic level. 
Mesoscopic populations produce the AM patterns that carry 
the cognitive content and are measurable by EEG. The 
mesoscopic AM patterns are connected into RSNs which are 
measurable via fMRI. Measured and calculated neural 
signatures are compared and the model is adjusted based on 
any mismatch. This multi-level metabolic model is 
illustrated in Fig. 4.  
 

 
 
Figure 3. Diagram of the neuron-glia system and astrocyte-neuron 
lactate shuttle (ANLS), from [1]. 
 

It is to be stressed that mesoscopic dynamics manifested 
in AM patterns is monitored by EEG (scalp) or ECoG 
(intracranial) arrays, while macroscopic RSNs are accessible 
by large-scale fMRI monitoring. In the rest of this paper we 
focus on elaborating a very simplified microscopic model of 
neuron-glia metabolism feeding to spiking neuron activity 
in populations of excitatory and inhibitory neurons. In the 
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basic cellular metabolic model, no explicit considerations 
are made on the characterization of calcium dynamics [8]. 
In a more complete description, the link between 
mesoscopic EEG/ECoG dynamics and macroscopic BOLD 
RSNs will be analyzed in future studies. 
 
 

 
Figure 4. Diagram of the multi-level metabolic model; (a) 
microscopic level with neuron-glia metabolism and spiking 
neurons; (b) mesoscopic level with pools of excitatory-inhibitory 
neurons; (c) macroscopic level with brain-wide RSNs; based on 
[21]. 
 

 
V.  COMPUTATIONAL SIMULATION OF THE 
MICROSCOPIC AND MESOSCOPIC LEVELS  

 
A. Microscopic model of a coupled neuron and glia unit 
 

As an initial step in the development of the broader 
multi-level metabolic model, we describe here a simple 
model to simulate the microscopic dynamics of individual 
metabolic glia-neuron couplings and their participation in a 
mesoscopic network. The simulation is based on Izhikevich 
(IZ) spiking neurons [14]. IZ is a spiking-neuron model that 
distills the large number of interacting chemical processes 
inside neurons that act to produce spiking behavior into two 
differential equations [14]. In a similar fashion, we reduced 
the roughly 50 differential equations of the Cloutier et al. 
astrocyte-neuron metabolic model [2] into just two 

differential equations.  The end result is the formation of 
what we call the “reduced” Cloutier-IZ metabolic model, 
which is composed of four differential equations, as follows: 
 

 

 

 

 

 

 

 
 

Equation 1 represents the rate of glycogen (g) formation 
and storage in the glia cell that will ultimately be used as a 
fuel source for the glia cell’s accompanying neuron.  
Equation 2 represents the rate of ATP production in the 
mitochondria (m) of the neuron.  The rate of ATP 
production is the principle element that binds the two 
reduced models (Cloutier and IZ) insofar as it places energy 
constraints on the efficacy of spike production in the IZ 
simulation/model. Specifically, the IZ spiking model does 
not account for any anomalies in the efficacy of the sodium-
potassium pump of neurons, which is instrumental in re-
setting the resting membrane potential of those neurons.  
Normal spiking behavior is reliant on the efficient operation 
of this pump, which, in turn, is reliant on the adequate 
production of ATP in the neuron mitochondria.  

The functional utility of Eqs. 1 & 2 (reduced Cloutier 
model) is to model anomalies in the nutrient (glucose) and 
oxygen availability of the astrocyte-neuron pairs.  This 
availability is represented by the G1 variable in equation 
one, which represents the glucose availability to the 
astrocyte (glia), and by G2 in Eq. 2, which represents the 
combined availability of glucose to the neuron in the 
presence of oxygen to model oxidative phosphorylation. In 
Eq. 1 & 2,  and  are time constants of glia and 
mitochondria dynamics;  and  are amplitude factors for 
glucose supply;  and , and  and  are coefficient in 
the coupling terms between glia and mitochondria, 
respectively. 

Equations 3 & 4 are taken directly from the IZ simple 
spiking neuron model; for details, see [14]. The two sets of 
equations (Cloutier and IZ) are coupled together through the 
“m” variable in Eq. 3, using coupling parameter . This 
term adds a condition to the effective operation of the 
neurons’ spiking behavior based on metabolic processes.  
Eq. 3 for (v) represents the time-varying value of the 
membrane potential of each individual neuron, while Eq. 4 
for (u) represents the manner in which the membrane 
potential resets itself after the production of a spike and how 
it provides negative feedback to v in the effort to maintain a 
set resting membrane potential, see Fig. 5. 
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Figure 5. Schematic diagram of the relationship of variables used 
in the general model in Eqs. 1-4, and in computer simulations; 
CBF stands for cerebral blood flow. This is simplified version of 
the model shown in Fig. 3. 
 
 
B. Mesoscopic metabolic model of excitatory and inhibitory 
populations 
 

For the computer simulation, we have coupled 800 
excitatory neurons and 200 inhibitory neurons together into 
a fully interconnected network; each neuron is connected to 
all the others with a random connection weight. This is 
described in Eqs. 5-8, where i denotes the i-th spiking 
neuron, i = 1,…, 1000.  

 

 

 

 

 

 

 

 
 
The 4:1 ratio of excitatory neurons to inhibitory 

neurons corresponds to the functional morphology of the 
neocortex [14].  The strengths of the weights between 
excitatory and inhibitory neurons are chosen to produce 
biologically feasible behavior of the neuron population; for 
a detailed description, see [14]. At first, we conducted 
numerical experiments to reproduce the results of the 
standard IZ simulation. The results of the simulation are 
shown in Figure 6, representing a normal baseline 
glucogenic state of the brain metabolics, as expected.  

 
Figure 6. Sample run of the IZ model simulation (without 
metabolic equations).  The vertical axis of the spike raster plot 
indicates the position of each of the 1000 neurons involved in the 
network. The horizontal axis represents a one-second epoch 
divided into a 1000 time steps, each of duration 1ms. Each 
individual blue dot reflects the neuron firing a spike at the 
indicated time step. 
 

Next we simulate the metabolic effect on the IZ neuron 
populations. In these experiments, we fitted the variable G1 
to a sine function of varying frequencies up to 100 Hz, 
while G2 has been implemented as a normally distributed 
random variable. For simplicity, we set the time constants 
and other parameters to unity, with the exception of c1 and 
c2, which were set to 2. Obviously, more detailed parameter 
studies are to be conducted in future studies. 

Results of simulations with two different frequencies 
are given in Fig. 7 and Fig. 8, respectively. We observe, that 
depending on the frequency of the driving sine oscillations, 
the spiking population activity can exhibit strong 
synchronization effects.  
 

 
 
Figure 7. Sample run of reduced IZ-Cloutier simulation, with 
driving frequency 90 Hz of the G1 component.  Note the similarity 
in the form of the raster plot to the original IZ simulation. 
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In Fig. 7, the driving frequency is 90 Hz, and the 
oscillations are largely similar to the baseline IZ results 
shown in Fig. 6. For driving frequency 70 Hz, however, we 
see strong synchronization at around 10 Hz. The spike 
density plots shown in Figs. 7 and 8, reinforce this 
conclusion, showing that for f = 70 Hz in Fig. 8, most of the 
1000 IZ neurons contribute to the “beating,” while for 90 
Hz, only about 40-50 neurons are in synchrony, that is 4-5 
% of the total pool. 
 

 
 
 
Figure 8. Sample run of reduced IZ-Cloutier simulation, with 
driving frequency 70 Hz of the G1 component.  Note the 
appearance of the strong oscillation covering large part of the 
neural populations; about 400-700 neurons.  
 
 

VI.  CONCLUSIONS AND FUTURE DIRECTIONS 
 

The establishment of a model for the formation and 
maintenance of brain RSNs from the perspective of the 
FFEC is useful because it allows one to investigate how 
changes in the energy parameters of the system/brain may 
affect the cycle and thus the formation and interaction of 
various RSNs.  

In this work we present preliminary results with the 
coupled metabolic and spiking neuron model. In future 
simulations, we will fine-tune the time and proportionality 
constants in an effort to simulate varied metabolic states in 
the human, such as hypoglycemic and ketogenic conditions.  
This should also allow us to explore how those states may 
affect the microscopic spiking behavior of neurons and the 
accompanying mesoscopic effects that that individual 
microscopic spiking behavior produces. At a longer term, 
our goal is to couple many of the above-described 
mesoscopic networks into a larger macroscopic computer 
model that effectively simulates the macroscopic three-
tiered metabolic model. 

There are many factors that affect these energy 
parameters such as nutritional factors, neurodegenerative 
diseases, vascular diseases, etc. Intensive research is 

conducted on the role of nutritional factors by looking how 
certain diets that cause ketogenic and hypoglycemic states 
affect the energy (ATP) production in the mitochondria of 
glial-neuron complexes relative to a baseline glucogenic 
state. Certain differences in production rates and availability 
of energy will certainly affect the sensitive character and 
timing of the formation of AM patterns within and between 
regions of a given RSN via a change in the dynamics of the 
FFEC cycle. It is of interest to explore the way the proposed 
ANLS (astrocyte-neuron lactate shuttle) and glycogen 
storage systems [2, 10] in astrocytes may provide the extra 
energy boost necessary to realize the peak AM pattern of the 
FFEC cycle through the metabolic function of the 
constitutive glia-neuron networks.   

Through such efforts, we are hoping to produce a 
generalized model that can be used to predict how changes 
in the energy profile of the brain will affect its functional 
connectivity under healthy and unhealthy conditions. 
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