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Abstract. We study a superlinear subcritical problem at infinity of the form −∆u =
a (x) u−α + f (λ, x, u) in Ω, u = 0 on ∂Ω, u > 0 in Ω, where Ω is a bounded domain
in Rn, 0 ≤ a ∈ L∞ (Ω) , and 0 < α < 3. Under suitable assumptions on f , we prove
that there exists Λ > 0 such that this problem has at least one weak solution in H1

0 (Ω)
if and only if λ ∈ [0, Λ] ; and also that there exists Λ∗ such that for any λ ∈ (0, Λ∗), at
least two solutions exist.
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1 Introduction and statement of the main results

In this work we consider the following singular semilinear elliptic problem with a parame-
ter λ: 

−∆u = a (x) u−α + f (λ, x, u) in Ω,

u = 0 on ∂Ω,

u > 0 in Ω,

(1.1)

where Ω is a bounded domain in Rn with C2 boundary, 0 < α < 3, 0 ≤ λ < ∞ and a, f are
functions defined on Ω and [0, ∞)×Ω× [0, ∞) respectively.

Singular elliptic problems have been widely studied, they arise in applications to heat
conduction in electrical conductors, in chemical catalysts processes, and in non Newtonian
flows (see e.g., [7, 11, 16, 20] and the references therein). The existence of solutions to problem
(1.1) was proved, for the case f ≡ 0, and under a variety of assumptions on a, in [4, 12, 14, 16,
20,35]. Classical solutions to problem (1.1) were obtained by Shi and Yao in [40], when Ω and
a are regular enough, f (λ, x, s) = λsp, 0 < α < 1, and 0 < p < 1. Free boundary singular
elliptic bifurcation problems of the form −∆u = χ{u>0} (−u−α + λg (·, u)) in Ω, u = 0 on ∂Ω,
u ≥ 0 in Ω, u 6≡ 0 (that is: |{x ∈ Ω : u(x) > 0}| > 0) were studied by Dávila and Montenegro
in [13]. Problems of the form −∆u = g (x, u) + h (x, λu) in Ω, u = 0 on ∂Ω, u > 0 in Ω, were
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studied by Coclite and Palmieri [10]. They proved that, if g (x, u) = au−α, a ∈ C1 (Ω) , a > 0
in Ω, and h ∈ C1 (Ω× [0, ∞)

)
, then there exists λ∗ > 0 such that, for any λ ∈ [0, λ∗) , (1.1)

has a positive classical solution u ∈ C2 (Ω) ∩ C
(
Ω
)

and that, if in addition, lims→∞
h(x,s)

s ≤ 0
uniformly on x ∈ Ω, then a positive classical solution exists for any λ ≥ 0.

The singular biparametric bifurcation problem −∆u = g (u) + λ |∇u|p + µh (·, u) in Ω,
u = 0 on ∂Ω, u > 0 in Ω was studied, by Ghergu and Rădulescu, in [24]. Dupaigne, Ghergu
and Rădulescu [19] treated Lane–Emden–Fowler equations with convection term and singular
potential. Rădulescu [38] studied blow-up boundary solutions for logistic equations, and for
Lane–Emden–Fowler equations, with a singular nonlinearity, and a subquadratic convection
term. The existence of positive solutions to the inequality Lu ≥ K (x) up on the punctured
ball Ω = Br (0) \ {0} was investigated by Ghergu, Liskevich and Sobol [22] for a second order
linear elliptic operator L. Singular initial value parabolic problems involving the p-Laplacian
were treated by Bougherara and Giacomoni [3], and concentration phenomena for singularly
perturbed elliptic problems on an annulus were studied by Manna and Srikanth [36].

Gao and Yan [21] proved the existence of positive solutions u ∈ C2,β (Ω) ∩ C
(
Ω
)

to the
problem −∆u+ f (u)− u−γ = λu in Ω, u = 0 on ∂Ω, in the case when Ω is a bounded domain
with C2,β boundary, f ∈ C ([0, ∞)) , s → s−1 f (s) is strictly increasing on (0, ∞), γ > 0 and
λ > λ1, where λ1 denotes the principal eigenvalue for −∆ on Ω, with homogeneous Dirichlet
boundary condition. They also proved that, when 0 < γ < 1, such a solution u = uλ is
unique, and that if, in addition, f is strictly increasing on [0, ∞) , then uλ is strictly increasing
with respect to λ.

Ghergu and Rădulescu [25] proved several existence and nonexistence theorems for the
boundary value problem with two parameters −∆u + K (x) g (u) = λ f (x, u) + µh (x) in Ω,
u > 0 in Ω, u = 0 on ∂Ω, where Ω is a smooth bounded domain in Rn, and λ and µ are
positive parameters. The function h is positive in Ω and Hölder continuous on Ω, K is Hölder
continuous on Ω and may change sign. The function f : Ω× [0, ∞)→ R is Hölder continuous,
sublinear at infinity, superlinear at the origin, satisfies some monotonicity assumptions, and is
positive on Ω× (0, ∞). They also assume that g : (0, ∞) → R is nonnegative, nonincreasing,
Hölder continuous, singular at the origin, and sups>0 sαg (s) < ∞ for some α ∈ (0, 1).

The problem −∆u = ag (u) + λh (u) in Ω, u = 0 on ∂Ω, u > 0 in Ω was considered by
Cîrstea, Ghergu and Rădulescu [9] in the case when Ω is a regular enough bounded domain
in Rn, 0 ≤ a ∈ Cβ

(
Ω
)
, 0 < h ∈ C0,β [0, ∞) for some β ∈ (0, 1), h is nondecreasing on [0, ∞),

s−1h (s) is nonincreasing for s > 0, g is nonincreasing on (0, ∞), lims→0+ g (s) = +∞, and
sups∈(0,σ0)

sαg (s) < ∞ for some α ∈ (0, 1) and σ0 > 0.
Godoy and Kaufmann [33] stated sufficient conditions for the existence of positive solu-

tions to problems of the form −∆u = Ku−α− λMu−γ in Ω, u = 0 on ∂Ω, where Ω is a smooth
bounded domain in Rn, K and M are nonnegative functions on Ω, α > 0, γ > 0, and λ > 0 is
a real parameter.

Kaufmann and Medri [34] obtained existence and nonexistence results for positive solu-
tions of one dimensional singular problems of the form −

(
(u′)p−2 u′

)′
= m (x) u−γ in Ω,

u = 0 on ∂Ω, where Ω ⊂ R is a bounded open interval, p > 1, γ > 0, and m : Ω → R is a
function that may change sign in Ω.

Orpel [37] gave sufficient conditions for the existence of classical positive solutions to prob-
lems of the form div (a (|x|)∇u (x)) + f (x, u (x))− u (x)−α |∇u (x)|β + 〈x,∇u (x)〉 g (|x|) = 0
in ΩR, lim|x|→∞ u (x) = 0; where R > 1, ΩR := {x ∈ Rn : |x| > R}, n > 2, 0 < 2α ≤ β ≤ 2
and a, g are sufficiently smooth functions defined on [1, ∞) , a is positive, and g is eventually
nonnegative. Additionally, the rate of decay of u at infinity is investigated.
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The existence of nonnegative and non identically zero weak solutions u ∈ H1
0 (Ω)∩ L∞ (Ω)

to problems of the form−∆u = au−α − bup in Ω, u = 0 on ∂Ω was studied in [31] when Ω
is a bounded C1,1 domain in Rn, 0 ≤ a ∈ L∞ (Ω) , a 6≡ 0 (that is: |{x ∈ Ω : a (x) 6= 0}| > 0),
0 < α < 1, 0 < p < n+2

n−2 , and 0 ≤ b ∈ Lr (Ω) for suitable values of r. More general problems
of the form −∆u = χ{u>0}au−α + h (·, u) in Ω, u = 0 on ∂Ω, were studied in [32] under the
assumptions that Ω is a bounded C1,1 domain in Rn, 0 < α < 3, a ∈ L∞ (Ω) , 0 6≡ a ≥ 0, and
h : Ω× [0, ∞) → R is a suitable Carathéodory function that is sublinear at infinity. There it
was also considered the problem with a parameter −∆u = χ{u>0}au−α + λh (·, u) in Ω, u ≥ 0
in Ω, u = 0 on ∂Ω.

Giacomoni, Schindler and Takac [26] considered the problem −∆pu = λu−α + uq in Ω,
u = 0 on ∂Ω, u > 0 in Ω, in the case 0 < α < 1, 1 < p < ∞, p− 1 < q ≤ p∗ − 1. There it was
proved that there exists Λ ∈ (0, ∞) such that this problem has a solution if λ ∈ (0, Λ] , has no
solution if λ > Λ, and has at least two solutions if λ ∈ (0, Λ).

Aranda and Godoy [2], obtained multiplicity results for positive solutions in W1,p
loc (Ω) ∩

C
(
Ω
)

to the problem −∆pu = g (u) + λh (u) in Ω, u = 0 on ∂Ω, for the case when Ω
is a C2 bounded and strictly convex domain in Rn, 1 < p ≤ 2; and g, h are locally Lip-
schitz functions on (0, ∞) and [0, ∞) respectively, with g nonincreasing, and allowed to be
singular at the origin; and h nondecreasing, with subcritical growth at infinity, and satisfying
infs>0 s−p+1h (s) > 0.

Recently Saoudi, Agarwal and Mursaleen [39], obtained a multiplicity result for positive
solutions of problems of the form −div (A (x)∇u) = u−α + λup in Ω, u = 0 on ∂Ω, with
0 < α < 1 < p < n+2

n−2 .
Additional references, and a comprehensive treatment of the subject, can be found in [23],

[38], see also [15].
For b ∈ L∞ (Ω) such that b+ 6≡ 0, λ1 (b) will denote the positive principal eigenvalue for

−∆ in Ω, with Dirichlet boundary condition, and weight function b (see Remark 2.2 below).
The aim of this work is to prove the following three theorems concerning the existence,

and the multiplicity, of weak solutions to problem (1.1).

Theorem 1.1. Assume that Ω is a bounded domain in Rn with C2 boundary, and that the following
conditions H1)–H5) hold:

H1) 0 < α < 3.

H2) a ∈ L∞ (Ω) , a ≥ 0 and a 6≡ 0.

H3) f ∈ C
(
[0, ∞)×Ω× [0, ∞)

)
, f ≥ 0 on [0, ∞)×Ω× [0, ∞) and f (0, ·, ·) ≡ 0 on Ω× [0, ∞).

H4) There exist numbers η0 > 0, q ≥ 1 and a function b ∈ L∞ (Ω) , such that b+ 6≡ 0 and
f (λ, ·, s) ≥ λbsq a.e. in Ω whenever λ ≥ η0 and s ≥ 0.

H5) There exist p ∈
(
1, n+2

n−2

)
, and a function h ∈ C

(
(0, ∞]×Ω

)
that satisfy min[η,∞)×Ω h > 0 for

any η > 0, and such that, for every σ > 0,

lim
(λ,s)→(σ,∞)

s−p f (λ, ·, s) = h (σ, ·) uniformly on Ω.

Then there exists Λ ∈ (0, ∞) with the following property: (1.1) has a weak solution u ∈ H1
0 (Ω) ∩

L∞ (Ω) if and only if 0 ≤ λ ≤ Λ. Moreover, for every λ ∈ [0, Λ] , every weak solution u in H1
0 (Ω) ∩

L∞ (Ω) belongs to C
(
Ω
)

, and satisfies u ≥ cdκ
Ω in Ω, for some positive constant c independent of λ
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and u, where κ := 1 if 0 < α < 1, κ := 2
1+α if 1 ≤ α < 3, and dΩ is the distance to the boundary

function, defined by
dΩ (x) := dist (x, ∂Ω) . (1.2)

From now on (unless otherwise stated), the notion of weak solution that we use is the
usual one: Let ρ be a measurable function on Ω such that ρϕ ∈ L1 (Ω) for any ϕ ∈ H1

0 (Ω).
We say that u is a weak solution of the problem −∆u = ρ in Ω, u = 0 on ∂Ω if u ∈ H1

0 (Ω)
and

∫
Ω 〈∇u,∇ϕ〉 =

∫
Ω ρϕ for any ϕ ∈ H1

0 (Ω). Additionally, we will write −∆u ≥ ρ in Ω
(respectively −∆u ≤ ρ in Ω) to mean that

∫
Ω 〈∇u,∇ϕ〉 ≥

∫
Ω ρϕ (resp.

∫
Ω 〈∇u,∇ϕ〉 ≤

∫
Ω ρϕ)

for any nonnegative ϕ ∈ H1
0 (Ω).

Theorem 1.2. Under the same hypothesis of Theorem 1.1, there exists Λ∗ > 0 such that, for every
λ ∈ (0, Λ∗) , (1.1) has at least two positive weak solutions in H1

0 (Ω) ∩ C
(
Ω
)
. Moreover λ = 0 is a

bifurcation point from ∞ of (1.1).

As a consequence of Theorems 1.1 and 1.2, we obtain the following theorem.

Theorem 1.3. Assume that the conditions H1)–H3) of Theorem 1.1 are fulfilled, and let g : Ω ×
[0, ∞)→ R satisfy the following conditions H4’)–H6’):

H4’) g ∈ C
(
Ω× [0, ∞)

)
, g ≥ 0 on Ω× [0, ∞).

H5’) There exist a number q ≥ 1 and a function b ∈ L∞ (Ω) , such that b+ 6≡ 0 and g (·, s) ≥ bsq for
any s ≥ 0.

H6’) There exist h ∈ C
(
Ω
)

and p ∈
(
1, n+2

n−2

)
such that minΩ h > 0 and

lim
s→∞

s−pg (·, s) = h uniformly on Ω.

Then Theorems 1.1 and 1.2 hold for f (λ, ·, s) := λg (·, s). If, in addition, g (·, 0) = 0, then Theo-
rems 1.1 and 1.2 hold for f (λ, ·, s) := g (·, λs).

Our approach follows that in [2], however, there are significant differences between the
two works. Here we are concerned with weak solutions in H1

0 (Ω)∩ C
(
Ω
)
; whereas solutions

in W1,p
loc (Ω) ∩ C

(
Ω
)

are considered in [2]. Also, in this paper we do not assume that Ω is
convex, and we do not require that f (λ, x, s) be a local Lipschitz function.

It is a well known fact that, when a is Hölder continuous on Ω, and minΩ a > 0, the
classical solution of −∆u = au−α in Ω, u = 0 on ∂Ω, u > 0 in Ω, belongs to H1

0 (Ω) if, and
only if, α < 3 (see theorem 2 in [35]). It is therefore reasonable, in order to obtain weak
solutions in H1

0 (Ω) to problem (1.1), we restrict ourselves to the case when the singular term
of the nonlinearity has the form au−α, with a nonnegative and nonidentically zero function in
L∞ (Ω) , and 0 < α < 3.

In Section 2 we consider, for ε ≥ 0, and 0 ≤ ζ ∈ L∞ (Ω), the problem−∆u = a (u + ε)−α + ζ

in Ω, u = 0 on ∂Ω, u > 0 in Ω. We show that, under the assumptions H1)–H3), this problem
has a unique weak solution uε ∈ H1

0 (Ω) , and that its associated solution operator Sε, defined
by Sε (ζ) := uε, satisfies Sε (P) ⊂ P, where P :=

{
ζ ∈ C

(
Ω
)

: ζ ≥ 0 in Ω
}

is the positive cone
in C

(
Ω
)
. Monotonicity and compactness properties of the map (ζ, ε) → S (ζ, ε) := Sε (ζ) are

proved.
In Section 3 we obtain an a priori bound for the L∞ norm of the bounded solutions of

−∆u = a (u + ε)−α + f (λ, ·, u) in Ω, u = 0 on ∂Ω, u > 0 in Ω This is achieved by adapting,
to our singular setting, the well known Gidas–Spruck blow up technique.



Multiplicity of weak solutions to singular elliptic problems 5

In Section 4, we consider problem (1.1); which we rewrite as u = S0( f (λ, ·, u)). We use
the properties of S0, and a classical fixed point theorem for nonlinear eigenvalue problems, to
prove that, for any λ small enough, (1.1) has at least one positive weak solution in H1

0 (Ω) ∩
L∞ (Ω) ; moreover, the solution set for this problem (i.e., the set of the pairs (λ, u) that solve
it) contains an unbounded subcontinuum (i.e., an unbounded connected subset) emanating
from (0, S0 (0)). Using this subcontinuum, and the a priori estimate obtained in Section 3, we
prove that, for every λ positive small enough, there exist at least two positive weak solutions
of (1.1). Finally, a number Λ with the properties stated in Theorem 1.1 is obtained by using
the sub and supersolution method (as well as the properties of the operator S), applied to the
approximating problems uε = Sε ( f (λ, ·, uε)).

2 Preliminary results

We assume, from now on, that Ω is a bounded domain in Rn with C2 boundary, and that α

and a satisfy the conditions H1)–H3) in the statement of Theorem 1.1. The next two remarks
collect some well known facts from the linear theory of elliptic problems.

Remark 2.1. Let ν be the unit outward normal to ∂Ω and let dΩ : Ω → R be defined by (1.2),
Then:

i) If ρ ∈ Lr (Ω) for some r > n and if u ∈ H1
0 (Ω) satisfies −∆u = ρ in D′ (Ω) then

u ∈ W2,r (Ω) ∩W1,r
0 (Ω) , and so u ∈ C1,θ (Ω) for some θ ∈ (0, 1). If in addition, ρ ≥ 0

and |{x ∈ Ω : ρ (x) > 0}| > 0 then u > 0 in Ω, ∂u
∂ν < 0 on ∂Ω, and there exist positive

constants c1 and c2 such that c1dΩ ≤ u ≤ c2dΩ in Ω.

ii) The following form of the Hopf maximum principle holds (see [6, Lemma 3.2]): suppose
that ρ ≥ 0 belongs to L∞ (Ω). Let v be the solution of −∆v = ρ in Ω, v = 0 on ∂Ω. Then

v (x) ≥ cdΩ (x)
∫

Ω
ρdΩ a.e. in Ω, (2.1)

where c is a positive constant depending only on Ω.

iii) (2.1) holds also, with the same constant c, when 0 ≤ ρ ∈ L1
loc (Ω) and v ∈ H1

0 (Ω) satisfies
−∆v ≥ ρ in the sense of distributions. Indeed, for δ > 0 let ρδ := min

{
δ−1, ρ

}
. Then

0 ≤ ρδ ∈ L∞ (Ω). Let vδ ∈ H1
0 (Ω) be the solution of −∆vδ = ρδ in Ω, vδ = 0 on ∂Ω. Then

−∆ (v− vδ) ≥ 0 in D′ (Ω) and so, since v− vδ ∈ H1
0 (Ω) , we have −∆ (v− vδ) ≥ 0 in Ω.

Thus, by the weak maximum principle, v ≥ vδ in Ω. Now, by ii), v ≥ vδ ≥ cdΩ
∫

Ω ρδdΩ

a.e. in Ω, and so, by taking the limit as δ→ 0+, we obtain (2.1).

We recall that λ ∈ R is called a principal eigenvalue for −∆ in Ω, with homogeneous
Dirichlet boundary condition and weight function b, if the problem −∆u = λbu in Ω, u = 0
on ∂Ω has a solution φ (called a principal eigenfunction) such that φ > 0 in Ω.

Remark 2.2. Let us mention some properties of principal eigenvalues and principal eigen-
functions (for a proof of i)–iii), see e.g., [17], also [30]), and [29]). If Ω is a C1,1 domain in Rn,
b ∈ L∞ (Ω) and b+ 6≡ 0 then:

i) There exists a unique positive principal eigenvalue for −∆ in Ω, with homogeneous
Dirichlet boundary condition and weight function b, denoted by λ1 (b); its associated
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eigenspace is one dimensional and it is included in C1 (Ω). Moreover, λ1 (b) has the
following variational characterization:

λ1 (b) = inf

{∫
Ω |∇ϕ|2∫

Ω bϕ2 : ϕ ∈ H1
0 (Ω) and

∫
Ω

bϕ2 > 0

}
.

Furthermore, for each positive eigenfunction φ associated to λ1 (b) , and for δ positive
and small enough, there are positive constants c1, c2 such that c1dΩ ≤ φ ≤ c2dΩ in Ω and
|∇φ| ≥ c1 in Aδ, where Aδ := {x ∈ Ω : dΩ (x) ≤ δ}. In particular, φγ is integrable if, and
only if, γ > −1.

We recall also that λ1 (kb) = k−1λ1 (b) for all k ∈ (0, ∞), and that, if b∗ ∈ L∞ (Ω) and
b ≤ b∗, then λ1 (b∗) ≤ λ1 (b).

ii) If 0 < λ < λ1 (b) and ρ ∈ L∞ (Ω) , the problem −∆u = λbu + ρ in Ω, u = 0 on ∂Ω,
has a unique solution u ∈ ∩1≤p<∞W2,p (Ω) , and the corresponding solution operator
(−∆− λb)−1 : L∞ (Ω) → C1

0
(
Ω
)

is bounded and strongly positive, i.e., if ρ ∈ L∞ (Ω)
and 0 ≤ ρ 6≡ 0 then u belongs to the interior of the positive cone of C1

0
(
Ω
)

where
C1

0
(
Ω
)

:=
{

v ∈ C1 (Ω) : v = 0 on ∂Ω
}

. Moreover, if in addition b ≥ 0 in Ω, the same
property holds for all λ ∈ (−∞, λ1 (b)).

iii) Let ρ be a nonnegative function in C
(
Ω
)

such that ρ 6≡ 0 in Ω, and let λ ∈ [0, ∞). If the
problem −∆u = λbu + ρ in Ω, u = 0 on ∂Ω has a nonnegative weak solution u ∈ H1

0 (Ω)
then λ < λ1 (b).

iv) Let ρ be a nonnegative function in L∞
loc (Ω) such that ρϕ ∈ L1 (Ω) for any ϕ ∈ H1

0 (Ω).
If ρ 6≡ 0 in Ω, λ > 0, and if u ∈ H1

0 (Ω) ∩ C
(
Ω
)

satisfies, for some positive constant c,
u ≥ cdΩ in Ω and, in weak sense,

− ∆u = λbu + ρ in Ω, u = 0 on ∂Ω (2.2)

then λ ≤ λ1 (b). To prove this assertion we can proceed as in the proof of Proposi-
tion 2.4 in [29], where a similar result was proved for Neumann problems. Indeed, let
v := − ln u and let w ∈ C∞

c (Ω). Since u ≥ cdΩ in Ω and w has compact support we
have u−1w2 ∈ H1

0 (Ω). Taking u−1w2 as a test function in (2.2), a computation gives
λ
∫

Ω bw2 =
∫

Ω |∇w|2 −
∫

Ω ρu−1w2 −
∫

Ω |∇w + w∇v|2 and so λ
∫

Ω bw2 ≤
∫

Ω |∇w|2. Now,
for ϕ ∈ H1

0 (Ω) such that
∫

Ω bϕ2 > 0, since ϕ is the limit in H1
0 (Ω) of some sequence{

ϕj
}

j∈N
⊂ C∞

c (Ω) , and since λ
∫

Ω bϕ2
j ≤

∫
Ω

∣∣∇ϕj
∣∣2 , we get λ

∫
Ω bϕ2 ≤

∫
Ω |∇ϕ|2 , and so

λ ≤
∫

Ω|∇ϕ|2∫
Ω bϕ2 . Then, by the variational characterization of λ1 (b) , we obtain λ ≤ λ1 (b) .

We will need the following comparison principle.

Lemma 2.3. Let U be a bounded domain in Rn and ε ≥ 0. Let u and v be two positive functions in
H1 (U) ∩ C

(
U
)
, such that a (u + ε)−α and a (v + ε)−α belong to L1

loc (U). If{
−∆u− a (u + ε)−α ≤ −∆v− a (v + ε)−α in D′ (U) ,

u− v ≤ 0 on ∂U,
(2.3)

then u ≤ v in U.
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Proof. We proceed by contradiction. Let V := {x ∈ U : u (x) > v (x)} and suppose that V is
nonempty. Thus u− v ∈ H1 (V) and u = v on ∂V. Then u− v ∈ H1

0 (V) (see e.g., Theorem 8.17
and also Remark 19 in [5]). Let

{
ϕj
}

j∈N
be a sequence in C∞

c (V) such that
{

ϕj
}

j∈N
converges

to u− v in H1 (V). Thus
{

ϕ+
j

}
j∈N

is a sequence of nonnegative functions in Cc (V) ∩ H1
0 (V)

which converges to u − v in H1 (V). Now, using suitable mollifiers, we obtain a sequence{
ψj
}

j∈N
of nonnegative functions in C∞

c (V) that converges to u − v in H1 (V). From (2.3)

we have
∫

V

〈
∇ (u− v) ,∇ψj

〉
≤
∫

V a
(
(u + ε)−α − (v + ε)−α )ψj ≤ 0 for any j ∈ N. Thus∫

V |∇ (u− v)|2 ≤ 0, and so u− v = 0 on V.

Remark 2.4. The following forms of the comparison principle hold: if ε ≥ 0, and if u, v are two
functions in H1 (Ω) (respectively in H1 (Ω) ∩ L∞ (Ω)) which are positive a.e. in Ω and satisfy
that, for any nonnegative ϕ ∈ H1

0 (Ω) (resp. ϕ ∈ H1
0 (Ω) ∩ L∞ (Ω)), a (u + ε)−α ϕ ∈ L1 (Ω) ,

a (v + ε)−α ϕ ∈ L1 (Ω) and∫
Ω
〈∇u,∇ϕ〉 −

∫
Ω

a (u + ε)−α ϕ ≤
∫

Ω
〈∇v,∇ϕ〉 −

∫
Ω

a (v + ε)−α ϕ,

and if, in addition, u− v ≤ 0 on ∂Ω (i.e., (u− v)+ ∈ H1
0 (Ω)), then u ≤ v in Ω. Indeed, by

taking ϕ = (u− v)+ as a test function we get
∫

Ω

∣∣∇( (u− v)+
)∣∣2 ≤ 0, and so u ≤ v in Ω.

If a and u are functions defined on Ω, we will write χ{u>0}au−α to denote the function
w : Ω→ R defined by w (x) := a (x) u (x)−α if u (x) 6= 0, and w (x) = 0 otherwise.

Lemma 2.5. If ζ ∈ L∞ (Ω) , then there exists u ∈ H1
0 (Ω) ∩ L∞ (Ω) such that:

i) u satisfies 
−∆u = χ{u>0}au−α + ζ in Ω,

u = 0 on ∂Ω,

u ≥ 0 in Ω, u > 0 a.e. in {a > 0}
(2.4)

in the following sense: for any ϕ ∈ H1
0 (Ω)∩ L∞ (Ω), it holds that

(
χ{u>0}au−α + ζ

)
ϕ ∈ L1 (Ω)

and
∫

U 〈∇u,∇ϕ〉 =
∫

U

(
χ{u>0}au−α + ζ

)
ϕ;

ii) if, in addition, ζ ≥ 0 then u is the unique solution in H1
0 (Ω) ∩ L∞ (Ω) to the above problem (in

the sense stated in i)) and there exists a positive constant c, independent of ζ, such that u ≥ cdΩ

a.e. in Ω.

Proof. i) follows as a particular case of [32, Theorem 1.2]. To see ii), observe that if u ∈
H1

0 (Ω) ∩ L∞ (Ω) is a solution of (2.4) in the sense of i), then
(
χ{u>0}au−α + ζ

)
ϕ ∈ L1 (Ω)

for any ϕ ∈ H1
0 (Ω) ∩ L∞ (Ω) , and so χ{u>0}au−α ∈ L1

loc (Ω). Also χ{u>0}au−α 6≡ 0 and
−∆u ≥ χ{u>0}au−α in D′ (Ω). Thus, by Remark 2.1 iii), there exists a positive constant c (in
principle, depending perhaps on u) such that u ≥ cdΩ

∫
χ{u>0}au−αdΩ in Ω. Then, for some

positive constant c′, we have u ≥ c′dΩ in Ω and so χ{u>0}au−α + ζ = au−α + ζ in Ω. Let w be a
solution of (2.4), in the sense of i), corresponding to ζ = 0. By Remark 2.4 we have u ≥ w in Ω,
and, as above, we have w ≥ cdΩ in Ω for some constant c > 0. Since c is independent of ζ,
the last assertion of ii) holds. In particular, u is positive in Ω. Now, the uniqueness assertion
follows from Remark 2.4.
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Lemma 2.6. If ζ is a nonnegative function in L∞ (Ω) , then for each ε > 0 the problem:
−∆u = a (u + ε)−α + ζ in Ω,

u = 0 on ∂Ω,

u > 0 a.e. in Ω.

(2.5)

has a unique weak solution u ∈ H1
0 (Ω) to (2.5). Moreover, u ∈ L∞ (Ω) , and there exists a positive

constant c such that u ≥ cdΩ in Ω.

Proof. Let ψ be the solution of −∆ψ = a in Ω, ψ = 0 on ∂Ω, thus ψ ∈ W2,r (Ω) ∩W1,r
0 (Ω)

for any r ∈ (1, ∞) and there exist positive constants c1, c2 such that c1dΩ ≤ ψ ≤ c2dΩ in Ω.
Define u := ηψ, where η is a small enough positive number such that ηa ≤ a (ηψ + ε)−α

in Ω. Thus −∆u = ηa ≤ a (ηψ + ε)−α ≤ a (u + ε)−α + ζ in Ω, also u = 0 on ∂Ω, and so u
is a subsolution of (2.5). Let u be the solution of −∆u = ε−1a + ζ in Ω, ζ = 0 on ∂Ω. Thus
u ∈ W2,r (Ω) ∩W1,r

0 (Ω) for any r ∈ (1, ∞) and there exists a positive constant c3 such that
u ≥ c3dΩ in Ω. Also, −∆u ≥ a (u + ε)−α + ζ in Ω, i.e., u is a supersolution of (2.5). Taking
into account that ψ ≤ c2dΩ in Ω and u ≥ c3dΩ in Ω we can assume, by diminishing η if
necessary, that u ≤ u in Ω. Thus [18, Theorem 4.9] gives a weak solution u ∈ H1

0 (Ω) to
problem (2.5) such that u ≤ u ≤ u in Ω. Then u ≥ ηc1dΩ in Ω (with η depending on ε

and ζ) and u ∈ L∞ (Ω). Finally, if u and v are two weak solutions in H1
0 (Ω) to problem (2.5),

Remark 2.4 gives u = v.

Lemma 2.7. If 0 ≤ ζ ∈ L∞ (Ω) and ε ∈ (0, 1] , then the solution u to problem (2.5), given by
Lemma 2.6, satisfies u ≥ cdΩ in Ω for some positive constant c independent of ε and ζ.

Proof. By Lemma 2.6, u > 0 a.e. in Ω. Let w be as in the proof of Lemma 2.5. Thus there exists
a positive constant c such that w ≥ cdΩ in Ω. As in Lemma 2.5 we have u ≥ w in Ω. Thus
u ≥ cdΩ in Ω. Since c is independent of ε and ζ, the lemma follows.

Remark 2.8. Let us recall the Hardy inequality (see e.g., [5], p. 313): There exists a positive
constant c such that

∥∥ ϕ
dΩ

∥∥
L2(Ω)

≤ c ‖∇ϕ‖L2(Ω) for all ϕ ∈ H1
0 (Ω).

Lemma 2.9. Let ζ ∈ L∞ (Ω) be such that ζ ≥ 0, and let ε ∈ (0, 1] (respectively ε = 0), and let u be
the solution to problem {

−∆u = a (u + ε)−α + ζ in Ω,

u = 0 on ∂Ω,
(2.6)

given by Lemma 2.6 (resp. by Lemma 2.5, in the sense stated there). Then:

i) if 1 < α < 3 then there exists a positive constant c such that u ≤ cd
2

1+α

Ω in Ω, whenever
max {‖a‖∞ , ‖ζ‖∞} ≤ M;

ii) if 0 < α ≤ 1 and γ ∈ (0, 1) then there exists a positive constant c such that u ≤ cdγ
Ω in Ω,

whenever max {‖a‖∞ , ‖ζ‖∞} ≤ M.

Proof. Let λ1 be the principal eigenvalue for −∆ on Ω, with weight function 1 and let ϕ1

be the corresponding positive principal eigenfunction normalized by ‖ϕ1‖∞ = 1. For δ > 0
let Aδ := {x ∈ Ω : dΩ (x) ≤ δ} and let Ωδ := {x ∈ Ω : dΩ (x) > δ}. For δ positive and small
enough there exists a positive constant cδ such that |∇ϕ1| ≥ cδ in Aδ, and, by diminishing cδ

if necessary, we can assume that ϕ1 ≥ cδ in Ωδ. To see i), we consider first the case when 1 <
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α < 3 and ε = 0. Clearly ϕ
2

1+α

1 ∈ L2 (Ω) and, since ∇
(

ϕ
2

1+α

1

)
= 2

1+α ϕ
1−α
1+α

1 ∇ (ϕ1) and 1−α
1+α > − 1

2

we have also ∇
(

ϕ
2

1+α

1

)
∈ L2 (Ω). Thus ϕ

2
1+α

1 ∈ H1
0 (Ω). Let q :=

( (1+α)M
2c2

δ

max
{ 1+α

α−1 , 1
λ1

}) 1
1+α . A

computation gives

− ∆
(

qϕ
2

1+α

1

)
= q

2
1 + α

λ1ϕ
2

1+α

1 + q
2

1 + α

α− 1
1 + α

(
ϕ

2
1+α

1

)−α

|∇ϕ1|2 , (2.7)

and thus

−∆
(

qϕ
2

1+α

1

)
≥ q1+α 2

1 + α

α− 1
1 + α

c2
δ

(
qϕ

2
1+α

1

)−α

≥ a
(

qϕ
2

1+α

1

)−α

in Aδ,

−∆
(

qϕ
2

1+α

1

)
≥ 2

1 + α
λ1qϕ

2
1+α

1 ≥ a
(

qϕ
2

1+α

1

)−α

in Ωδ.

Then

− ∆
(

qϕ
2

1+α

1

)
≥ a

(
qϕ

2
1+α

1

)−α

in Ω. (2.8)

Let θ ∈ ∩1<r<∞
(
W2,r (Ω) ∩W1,r

0 (Ω)
)

be the solution of −∆θ = ζ in Ω, θ = 0 on ∂Ω. Thus

− ∆
(

qϕ
2

1+α

1 + θ

)
≥ a

(
qϕ

2
1+α

1

)−α

+ ζ ≥ a
(

qϕ
2

1+α

1 + θ

)−α

+ ζ in Ω. (2.9)

Then ∫
Ω

〈
∇
(

qϕ
2

1+α

1 + θ

)
,∇ψ

〉
≥
∫

Ω
a
(

qϕ
2

1+α

1 + θ

)−α

ψ

for any nonnegative ψ ∈ H1
0 (Ω) ; also qϕ

2
1+α

1 + θ = 0 on ∂Ω. Since u satisfies (2.4) and u > 0

a.e. in Ω, the comparison principle of Remark 2.4 gives u ≤ qϕ
2

1+α

1 + θ a.e. in Ω. Finally, since

‖ζ‖∞ ≤ M and 2
1+α < 1, we have θ ≤ M (−∆)−1 (1) ≤ Mc′ϕ1 ≤ Mc′ϕ

2
1+α

1 in Ω, where c′ is a

positive constant depending only on n and Ω. Also, for some constant c′′ > 0, ϕ
2

1+α

1 ≤ c′′d
2

1+α

Ω

in Ω and so u ≤ cd
2

1+α

Ω in Ω, for a positive constant c depending only on M, α, and Ω, therefore
i) holds when ε = 0. The proof of i) for the case ε ∈ (0, 1] reduces to the previous one. Indeed,
Remark 2.4 gives u ≤ u0 in Ω, where u0 is the solution (given by Lemma 2.5) to problem (2.6)
and corresponding to ε = 0.

The proof of ii) follows similar lines: suppose 0 < α ≤ 1 and γ ∈ (0, 1). Define

q :=

(
M
γ

max

{
1

λ1cγ(1+α)
δ

,
1

(1− γ) c2
δ

}) 1
1+α

.

Then
−∆

(
qϕ

γ
1

)
= γqλ1ϕ

γ
1 + qγ (1− γ) ϕ

γ−2
1 |∇ϕ1|2 in Ω,

and so

−∆
(
qϕ

γ
1

)
≥ qγ (1− γ) ϕ

γ−2
1 |∇ϕ1|2 ≥ a

(
qϕ

γ
1

)−α in Aδ,

−∆
(
qϕ

γ
1

)
≥ γqλ1ϕ

γ
1 ≥ a

(
qϕ

γ
1

)−α in Ωδ.

Thus −∆
(
qϕ

γ
1

)
≥ a

(
qϕ

γ
1

)−α in Ω, which is the analogue of (2.8). From this point, the proof

of ii) follows exactly as in i), replacing ϕ
2

1+α

1 and d
2

1+α

Ω by ϕ
γ
1 and dγ

Ω respectively.
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Lemma 2.10. Let ζ be a nonnegative function belonging to L∞ (Ω) and let M ≥ max {‖a‖∞ , ‖ζ‖∞}.
Let ε ∈ (0, 1] (respectively ε = 0); and let u be the solution to problem (2.6) given by Lemma 2.6 (resp.
by Lemma 2.5, in the sense stated there). Then u ∈ C

(
Ω
)
.

Proof. Let Ω′ be a subdomain of Ω such that Ω′ ⊂ Ω; and let Ω′′ be a subdomain of Ω such
that Ω′ ⊂ Ω′′ ⊂ Ω′′ ⊂ Ω. By Lemmas 2.7 and 2.9 there exist positive constants c1, c2 and
γ > 0 such that c1dΩ ≤ u ≤ c2dγ

Ω in Ω and so (au−α + ζ)|Ω′′ ∈ L∞ (Ω′′). Also, u|Ω′′ ∈ L∞ (Ω′′).
Then, by [28, Theorem 8.24], u|Ω′ ∈ Cβ

(
Ω′
)

for some β ∈ (0, 1). Since this holds for any
domain Ω′ such that Ω′ ⊂ Ω, it follows that u ∈ C (Ω). Also, c1dΩ ≤ u ≤ c2dγ

Ω in Ω, and so u
is continuous on ∂Ω. Then u ∈ C

(
Ω
)
.

Lemma 2.11. Assume 1 < α < 3, and let ζ ∈ L∞ (Ω) be such that ζ ≥ 0. Let u be the solution to
problem (2.5) given by Lemma 2.5 (in the sense stated there). Then there exists a positive constant c

independent of ζ such that u ≥ cd
2

1+α

Ω in Ω.

Proof. We consider first the case when a := infΩ a > 0. Let λ1 be the principal eigenvalue for
−∆ in Ω with homogeneous Dirichlet boundary condition and weight function a, and let ϕ1

be the corresponding positive principal eigenfunction, normalized by ‖ϕ1‖∞ = 1. Observe

that ϕ
2

1+α

1 ∈ H1
0 (Ω) ∩ L∞ (Ω) and

−∆
(

ϕ
2

1+α

1

)
=

2
1 + α

λ1aϕ
2

1+α

1 +
2

1 + α

α− 1
1 + α

(
ϕ

2
1+α

1

)−α

|∇ϕ1|2

≤ βa
(

ϕ
2

1+α

1

)−α

a.e. in Ω,

where β := 2
1+α λ1 +

2
1+α

α−1
1+α

1
a ‖∇ϕ1‖2

∞. Then

−∆
(

β−
1

1+α ϕ
2

1+α

1

)
≤ a

(
β−

1
1+α ϕ

2
1+α

1

)−α

in the weak sense of Lemma 2.5, (i.e., with test functions in H1
0 (Ω) ∩ L∞ (Ω)). We have also,

again in the weak sense of Lemma 2.5, −∆u ≥ au−α in Ω. Then, by Lemma 2.3, u ≥ β−
1

1+α ϕ
2

1+α

1

in Ω and so u ≥ cd
2

1+α

Ω in Ω for some positive constant c independent of ζ. Thus the lemma
holds when infΩ a > 0.

To prove the lemma in the general case, consider the solution θ to the problem −∆θ = a
in Ω, θ = 0 on ∂Ω. Thus θ ∈ W2,r (Ω) ∩W1,r

0 (Ω) for any r ∈ [1, ∞) and, for some positive
constant c1, θ ≥ c1dΩ in Ω. Let w ∈ H1

0 (Ω)∩ L∞ (Ω) be a solution, in the sense of Lemma 2.5,
of problem (2.4) corresponding to ζ = 0. By Lemma 2.3 we have u ≥ w in Ω and, by
Lemma 2.9, there exists a positive constant c2 such that w ≤ c2dΩ in Ω. Now, for ε ∈ (0, 1)
and β ∈ (0, 1) , we have, in the weak sense of Lemma 2.5,

−∆
(
(w + ε)β

)
= −α (w + ε)β−1 ∆w− β (β− 1) (w + ε)β−2 |∇w|2 (2.10)

≥ αa (w + ε)β−1 w−α ≥ αa (c2dΩ + ε)β−α−1

≥ −α (c3θ + ε)β−α−1 ∆θ in Ω
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with c3 = c−1
1 c2. Also,

− ∆
(
(c3θ + ε)

2α
1+α

)
(2.11)

= − 2α

1 + α
(c3θ + ε)

α−1
α+1 ∆θ − 2α

1 + α

(
2α

1 + α
− 1
)
(c3θ + ε)

2α
1+α−2 |∇ (c3θ)|2

≤ − 2α

1 + α
(c3θ + ε)

α−1
α+1 ∆θ ≤ −

2αMβ

1 + α
(c3θ + ε)β−α−1 ∆θ,

where Mβ := (c3 ‖θ‖∞ + 1)
α−1
α+1+α+1−β. Thus, from (2.10) and (2.11), we get

−∆
(
(w + ε)β

)
≥ −1 + α

2Mβ
∆
(
(c3θ + ε)

2α
1+α

)
in D′ (Ω) ,

also, for ε small enough, (w + ε)β = εβ ≥ 1+α
2Mβ

ε
2α

1+α = 1+α
2Mβ

(c3θ + ε)
2α

1+α on ∂Ω and so, by the

weak maximum principle, we have, for ε small enough, (w + ε)β ≥ 1+α
2Mβ

(c3θ + ε)
2α

1+α a.e. in Ω.
By taking limε→0+ in this inequality we get, for any β ∈ (0, 1) ,

wβ ≥ 1 + α

2Mβ
(c3θ)

2α
1+α a.e. in Ω. (2.12)

By taking limβ→0+ in (2.12), using that limβ→0+ Mβ = (c3 ‖θ‖∞ + 1)
2α

α+1 , recalling that u ≥ w
in Ω and that θ ≥ c1dΩ in Ω, we get

u ≥ 1
2
(1 + α)

(
c1c3

c3 ‖θ‖∞ + 1

) 2α
1+α

d
2α

1+α

Ω a.e. in Ω,

which ends the proof of the lemma.

Lemma 2.12. Let ζ be a nonnegative function in L∞ (Ω) , and let u ∈ H1
0 (Ω) ∩ L∞ (Ω) be the

solution (in the sense of Lemma 2.5) to (2.4). Then, for some positive constant c, u ≥ cdΩ in Ω if

0 < α ≤ 1, and u ≥ cd
2

1+α

Ω in Ω if 1 ≤ α < 3. Moreover, u is the unique weak solution, in the usual
H1

0 (Ω) sense, to the problem 
−∆u = au−α + ζ in Ω,

u = 0 on ∂Ω,

u > 0 in Ω.

(2.13)

Proof. To see that u is a weak solution of (2.4), i.e., that, for any ψ ∈ H1
0 (Ω) , au−αψ ∈ L1 (Ω)

and ∫
Ω
〈∇u,∇ψ〉 =

∫
Ω

(
au−α + ζ

)
ψ, (2.14)

we consider first the case 0 < α ≤ 1. Let ψ ∈ H1
0 (Ω) and, for j ∈ N and x ∈ Ω, let

ψj (x) := ψ (x) if |ψ (x)| ≤ j, ψj (x) := j if ψ (x) > j, and ψj (x) := −j if ψ (x) < −j. Then
ψj ∈ H1

0 (Ω) ∩ L∞ (Ω) and so, for all j,∫
Ω

〈
∇u,∇ψj

〉
=
∫

Ω

(
au−α + ζ

)
ψj (2.15)

Also, by Lemma 2.7, there exists a positive constant c such that u ≥ cdΩ in Ω, and so, for any
j ∈N, ∣∣(au−α + ζ

)
ψj
∣∣ ≤ ‖a‖∞ c−αd1−α

Ω

∣∣∣∣ ψj

dΩ

∣∣∣∣+ ζ
∣∣ψj
∣∣ ≤ c′d1−α

Ω

∣∣∣∣ ψ

dΩ

∣∣∣∣+ ζ |ψ| (2.16)
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with c′ = ‖a‖∞ c−α; applying Hardy’s inequality we get∥∥∥∥c′d1−α
Ω

∣∣∣∣ ψ

dΩ

∣∣∣∣+ ζ |ψ|
∥∥∥∥

1
≤ c

∥∥∥d1−α
Ω

∥∥∥
2
‖∇ψ‖2 + ‖ζ‖∞ |Ω|

1
2 ‖ψ‖2 < ∞. (2.17)

for some positive constant c. Since
{

ψj
}

j∈N
converges to ψ in H1

0 (Ω) and a.e. in Ω, Lebesgue’s

dominated convergence theorem gives (au−α + ζ)ψ ∈ L1 (Ω) and (2.14). Thus u is a weak
solution (in the usual H1

0 (Ω) sense) of (2.4), it satisfies u ≥ cdΩ in Ω and, by Lemma 2.5, u is
the unique weak solution to (2.4). Thus i) and ii) holds when 0 < α ≤ 1.

Consider now the case 1 < α < 3. To see that u is a weak solution of (2.13) we proceed
as in the case 0 < α ≤ 1, except that instead of (2.16) we use now that, by Lemma 2.11, there

exists a positive constant c such that u ≥ cd
2

1+α

Ω . Thus,

∣∣(au−α + ζ
)

ψj
∣∣ ≤ ‖a‖∞ c−

2α
1+α d

1− 2α
1+α

Ω

∣∣∣∣ ψj

dΩ

∣∣∣∣+ ζ
∣∣ψj
∣∣ ≤ c′d

− α−1
α+1

Ω

∣∣∣∣ ψ

dΩ

∣∣∣∣+ ζ |ψ| (2.18)

with c′ a constant independent of j. Since α < 3 we have
∥∥d
− α−1

α+1
Ω

∥∥
2 < ∞ and so, by Hardy’s

inequality,
∥∥c′d

− α−1
α+1

Ω

∣∣ ψ
dΩ

∣∣+ ζ
∣∣ψ∣∣∥∥1 < ∞. Then, as in the case 0 < α ≤ 1, Lebesgue’s dominated

convergence theorem gives (au−α + ζ)ψ ∈ L1 (Ω) and (2.14). Thus u is a weak solution (in the

usual H1
0 (Ω) sense) of (2.13), it satisfies u ≥ cd

2
1+α

Ω a.e. in Ω and, by the comparison principle
in Remark 2.4, u is the unique weak solution (in the usual H1

0 (Ω) sense) to problem (2.13).

Let P∞ := {ζ ∈ L∞ (Ω) : ζ ≥ 0 a.e. in Ω}, and, for ε ≥ 0, let Sε : P∞ → H1
0 (Ω) ∩ L∞ (Ω)

be defined by Sε (ζ) := u, where u is the unique weak solution (provided by Lemma 2.6
when ε > 0, and by Lemma 2.12 when ε = 0) to problem (2.5). Consider S : P∞ × [0, ∞) →
H1

0 (Ω)∩ L∞ (Ω) defined by S (ζ, ε) := Sε (ζ). Except explicit mention on the contrary, we will
consider P∞ endowed with the topology of the L∞ norm.

Lemma 2.13. Let
{

ζ j
}

j∈N
be a bounded sequence in L∞ (Ω) such that ζ j ≥ 0 for all j, and let

{
ε j
}

j∈N

be a sequence in [0, ∞). Then
{

Sε j

(
ζ j
) }

j∈N
is bounded in H1

0 (Ω).

Proof. For j ∈ N, let uj := Sε j

(
ζ j
)
. Since uj is a weak solution of −∆uj = a

(
uj + ε j

)−α
+ ζ j in

Ω, uj = 0 on ∂Ω, and using uj as a test function, we get∫
Ω

∣∣∇uj
∣∣2 =

∫
Ω

a
(
uj + ε j

)−α uj +
∫

Ω
ujζ j. (2.19)

If 0 < α ≤ 1, since
{

ζ j
}

j∈N
is bounded in L∞ (Ω) , (2.19), the Poincaré inequality gives

∥∥∇uj
∥∥2

2 ≤ c
(∥∥∇uj

∥∥1−α

2 +
∥∥∇uj

∥∥
2

)
with c independent of j, which proves the lemma when 0 < α ≤ 1. Let us consider now the
case 1 < α < 3. The function z := S0 (0) is a weak solution of −∆z = az−α in Ω, z = 0
on ∂Ω and, by Lemma 2.10, z ∈ C

(
Ω
)
. Also −∆uj ≥ au−α

j in Ω, uj = 0 on ∂Ω, and then,

by Lemma 2.3, uj ≥ z in Ω. By Lemma 2.9, uj ≤ cd
2

1+α

Ω for any j, with c a positive constant
independent of j. Thus, from (2.19), we have∫

Ω

∣∣∇uj
∣∣2 ≤ c

∫
Ω

(
‖a‖∞ z−α

j +
∥∥ζ j
∥∥

∞

)
d

2
1+α

Ω . (2.20)
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Also, by Lemma 2.11, z ≥ c′d
2

1+α

Ω in Ω, for some positive constant c′. Then, from (2.20),

∫
Ω

∣∣∇uj
∣∣2 ≤ c

∫
Ω

(
‖a‖∞

(
c′
)−α d

− 2α
1+α

Ω +
∥∥ζ j
∥∥

∞

)
d

2
1+α

Ω . (2.21)

Since 1 < α < 3, we have 2(1−α)
1+α > −1, therefore

∫
Ω d
− 2α

1+α

Ω d
2

1+α

Ω < ∞, and then, since
{

ζ j
}

j∈N
is

bounded in L∞ (Ω) , the lemma follows.

Lemma 2.14.

i) ζ → Sε (ζ) is nondecreasing on P∞ for any ε ≥ 0.

ii) ε→ Sε (ζ) is nonincreasing on [0, ∞) for any ζ ∈ P∞.

iii) S : P∞ × [0, ∞)→ C
(
Ω
)

is continuous.

iv) S : P∞ × [0, ∞)→ C
(
Ω
)

is a compact map.

Proof. i) and ii) follow directly from Lemma 2.3. To prove iii) it is enough to show that if
(ζ, ε) ∈ P∞ × [0, ∞) , and

{(
ζ j, ε j

)}
j∈N
⊂ P∞ × [0, ∞) converges to (ζ, ε) in P∞ × [0, ∞), then

there exists a subsequence
{(

ζ jk , ε jk
)}

k∈N
such that

{
S
(
ζ jk , ε jk

)}
k∈N

converges to S (ζ, ε) in
C
(
Ω
)
.

Let (ζ, ε) ∈ P∞ × [0, ∞) , and let
{(

ζ j, ε j
)}

j∈N
⊂ P∞ × [0, ∞) be a sequence that converges

to (ζ, ε) in P∞ × [0, ∞). For j ∈ N, let uj := S
(
ζ j, ε j

)
. By Lemma 2.13

{
uj
}

j∈N
is bounded in

H1
0 (Ω) , therefore there exist u ∈ H1

0 (Ω) , and a subsequence
{

ujk
}

k∈N
, such that

{
ujk
}

k∈N

converges strongly in L2 (Ω) to u, and
{
∇ujk

}
k∈N

converges weakly in L2 (Ω, Rn) to ∇u.
Taking a further subsequence if necessary, we can assume that

{
ujk
}

k∈N
converges to u, a.e.

in Ω.
Let us see that u = S (ζ, ε), i.e., that a (u + ε)−α ϕ ∈ L1 (Ω) for any ϕ ∈ H1

0 (Ω) , and∫
Ω
〈∇u,∇ϕ〉 =

∫
Ω

(
a (u + ε)−α + ζ

)
ϕ. (2.22)

Let ϕ ∈ H1
0 (Ω). For k ∈ N,

∫
Ω

〈
∇ujk ,∇ϕ

〉
=
∫

Ω

(
a
(
ujk + ε jk

)−α
+ ζ jk

)
ϕ. Now, as{

∇ujk
}

k∈N
converges weakly to ∇u in L2 (Ω, Rn), we have that limk→∞

∫
Ω

〈
∇ujk ,∇ϕ

〉
=∫

Ω 〈∇u,∇ϕ〉. Also, ζϕ ∈ L1 (Ω) and, applying the Lebesgue dominated convergence the-
orem, we get limk→∞

∫
Ω ζ jk ϕ =

∫
Ω ζϕ. Therefore, to prove (2.22), it is enough to show that

a (u + ε)−α ϕ ∈ L1 (Ω) and

lim
k→∞

∫
Ω

a
(
ujk + ε jk

)−α
ϕ =

∫
Ω

a (u + ε)−α ϕ. (2.23)

In order to prove this, we consider two cases; suppose first that 0 < α ≤ 1. Lemma 2.7 gives
a constant c1 > 0 such that ujk ≥ c1dΩ in Ω for every k. Then, for any k,

∣∣a (ujk + ε jk
)−α

ϕ
∣∣ ≤

c−α
1

∥∥d1−α
Ω a

∥∥
∞
|ϕ|
dΩ

and, by the Hardy inequality, ϕ
dΩ
∈ L2 (Ω) ⊂ L1 (Ω). Taking into account that

limk→∞ a
(
ujk + ε jk

)−α
ϕ = a (u + ε)−α ϕ a.e. in Ω, Lebesgue’s dominated convergence theorem

gives a (u + ε)−α ϕ ∈ L1 (Ω) ; and (2.23).
Let us now consider the case 1 < α < 3. Define z := S0 (0). Observe that ujk + ε jk ∈

H1 (Ω)∩C
(
Ω
)

, −∆
(
ujk + ε jk

)
= a

(
ujk + ε jk

)−α
+ ζ jk ≥ a

(
ujk + ε jk

)−α in D′ (Ω) , z ∈ H1 (Ω)∩
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C
(
Ω
)

, −∆z = az−α in D′ (Ω) , and ujk + ε jk ≥ z on ∂Ω. Thus, by Lemma 2.3, ujk + ε jk ≥ z

in Ω. By Lemma 2.7, there exists a positive constant c such that z ≥ cd
2

1+α

Ω in Ω. Then∣∣∣a (ujk + ε jk
)−α

ϕ
∣∣∣ ≤ az−α |ϕ|

≤ c−α ‖a‖∞ d
1− 2α

1+α

Ω
|ϕ|
dΩ

= c−α ‖a‖∞ d
− 1−α

1+α

Ω
|ϕ|
dΩ

in Ω.

Since 1 < α < 3, we have −2 α−1
α+1 > −1, and so, by the Hardy inequality,

∥∥d
− α−1

α+1
Ω

|ϕ|
dΩ

∥∥
1 < ∞.

Since limk→∞ a
(
ujk + ε jk

)−α
ϕ = a (u + ε)−α ϕ a.e. in Ω, Lebesgue’s dominated convergence

theorem applies to get a (u + ε)−α ϕ ∈ L1 (Ω) and (2.23). Thus u = Sε (ζ).
To complete the proof of iii), it only remains to prove that

{
ujk
}

k∈N
(or some subsequence

of it) converges to u in C
(
Ω
)
. Let B > 0 be such that

∥∥ζ jk

∥∥
∞ ≤ B for all k ∈N. Since 0 ≤ ζ jk ≤

B we have 0 ≤ ζ ≤ B. Now, 0 ≤ ujk = Sε jk

(
ζ jk
)
≤ S0 (B). Also 0 ≤ u = Sε (ζ) ≤ S0 (B). Now,

S0 (B) ∈ C
(
Ω
)

and, by Lemmas 2.6 and 2.7, there exist positive constants c′1, c′2 and τ′ such
that c′1dΩ ≤ S0 (B) ≤ c′2dτ′

Ω in Ω. Then S0 (B) = 0 on ∂Ω pointwise, and so, for any µ > 0 there
exists η > 0 such that 0 ≤ S0 (B) ≤ µ in Aη := {x ∈ Ω : dΩ (x) ≤ η}. Thus 0 ≤ Sε jk

(
ζ jk
)
≤ µ

in Aη for all k ∈N. Also 0 ≤ Sε (ζ) ≤ S0 (B) ≤ µ in Aη . Then∥∥∥Sε jk

(
ζ jk
)
− Sε (ζ)

∥∥∥
L∞(Aη)

≤ 2µ for all k ∈N. (2.24)

Let Ω′ := Ω \ Aη , and let Ω′′ be a subdomain of Ω such that Ω′ ⊂ Ω′′ ⊂ Ω′′ ⊂ Ω. By
Lemmas 2.6 and 2.7 there exist positive constants c1, c2 and τ such that for all k, c1dΩ ≤ ujk ≤
c2dτ

Ω in Ω. Thus there exists B′ > 0 such that, for all k,
∥∥ujk |Ω′′

∥∥
L∞(Ω′′) ≤ B′ and∥∥∥∥(a

(
ujk + ε jk

)−α
+ ζ jk

)
|Ω′′

∥∥∥∥
L∞(Ω′′)

≤ B′.

Then, by the inner elliptic estimates in [28, Theorem 8.24], there exist B′′ > 0 and γ ∈ (0, 1)
such that, for all k,

∥∥ujk |Ω′
∥∥

Cγ(Ω′) ≤ B′′. Thus, the Ascoli–Arzelà theorem applies to give a

subsequence, still denoted
{

ujk
}

k∈N
, that converges uniformly to some function v in Ω′. Since{

ujk
}

k∈N
converges to u a.e. in Ω, we have u = v in Ω′. Then there exists k0 > 0 such that∥∥ (ujk − u
)
|Ω′′
∥∥

L∞(Ω′) ≤ µ for k ≥ k0, i.e.,∥∥∥Sε jk

(
ζ jk
)
− Sε (ζ)

∥∥∥
L∞(Ω\Aη)

≤ µ for all k ≥ k0, (2.25)

and so, by (2.24) and (2.25), limk→∞ Sε jk

(
ζ jk
)
= Sε (ζ) , with convergence in C

(
Ω
)
. Thus S is

continuous.
To prove iv), consider a bounded sequence

{(
ζ j, ε j

)}
j∈N
⊂ P∞ × [0, ∞). Taking a subse-

quence if necessary, we can assume that
{

ε j
}

j∈N
converges to some ε ∈ [0, ∞). Let {Ωr}r∈N

be a sequence of subdomains of Ω such that Ωr ⊂ Ωr+1 for all r, and Ω = ∪∞
r=1Ωr. Let

uj = Sε j

(
ζ j
)
. Let B > 0 be such that

∥∥ζ j
∥∥

∞ ≤ B for all j. Since 0 ≤ ζ j ≤ B we have
0 ≤ uj = Sε j

(
ζ j
)
≤ S0 (B). By Lemmas 2.6 and 2.7, there exist positive constants c′1, c′2 and τ′

such that, for all j, c′1dΩ ≤ uj ≤ c′2dτ′
Ω in Ω. Thus, for each r there exists a positive constant

Br > 0 such that, for all j,
∥∥uj|Ωr+1

∥∥
L∞(Ωr+1)

≤ Br and
∥∥(a (uj + ε j

)−α
+ ζ j

)
|Ωr+1

∥∥
L∞(Ωr+1)

≤ Br.
Then, by [28, Theorem 8.24], for each r there exist constants B′r > 0 and γr ∈ (0, 1) such
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that, for all j,
∥∥uj|Ωr

∥∥
Cγ(Ωr)

≤ B′r. Then, for each r, the Ascoli–Arzelà theorem gives a subse-

quence, still denoted by
{

uj
}

j∈N
which converges uniformly in Ωr. Now, a Cantor diagonal

process gives a subsequence
{

ujk
}

k∈N
which converges uniformly on each Ωr to a function

u independent of r (therefore
{

ujk
}

k∈N
converges uniformly to u on each compact subset

of Ω). Let us show that
{

ujk
}

k∈N
is a Cauchy sequence in C

(
Ω
)
: Since 0 ≤ ζ jk ≤ B we

have 0 ≤ Sε jk

(
ζ jk
)
≤ S0 (B). Also S0 (B) ∈ C

(
Ω
)

, and S0 (B) = 0 on ∂Ω pointwise. Since
S0 (B) ∈ C

(
Ω
)

we have that for any µ > 0 there exists η > 0 such that 0 ≤ S0 (B) ≤ µ in
Aη . Thus 0 ≤ Sε jk

(
ζ jk
)
≤ µ in Aη , for all k ∈ N. Then

∥∥S
(
ζ jl
)
− S

(
ζ js
)∥∥

L∞(Aη)
≤ 2µ for all

l, s ∈ N. Let Ωη := Ω \ Aη . Since
{

ujk
}

l∈N
is uniformly convergent in Ωη then there exists

l0 ∈ N such that
∥∥Sε jl

(
ζ jl
)
− S

(
ζ js
) ∥∥

L∞(Ωη) ≤ 2µ for l ≥ l0 and s ≥ l0. Then
{

ujk
}

k∈N
is a

Cauchy sequence in C
(
Ω
)
, and so

{
ujk
}

l∈N
converges in C

(
Ω
)
.

3 A priori estimates

We assume for the whole section that H1)–H5) of Theorem 1.1 are satisfied.

Remark 3.1. If v ∈ C1 (Rn) satisfies −∆v ≥ 0 in D′ (Rn), v ≥ 0 in Rn and v (x0) > 0 for
some x0 ∈ Rn, then v (x) > 0 for all x ∈ Rn. Indeed, let ϕ ∈ C∞

c (Rn) be a nonnegative
radial function with support in the unit ball B = {x ∈ Rn : |x| < 1}, and such that

∫
B ϕ = 1.

For ε > 0 let ϕε (x) := ε−n ϕ
(
ε−1x

)
and let (ϕε)

∨ (x) := ϕε (−x). Then v ∗ ϕε ∈ C∞ (Rn). A
computation gives ∫

Rn
ψ (−∆ (v ∗ ϕε)) =

〈
−∆v,

(
(ϕε)

∨ ∗ ψ
)〉
≥ 0

for all nonnegative ψ ∈ C∞
c (Rn). Then −∆ (v ∗ ϕε) ≥ 0 in Rn, and so u ∗ ϕε is a C∞ superhar-

monic function on Rn. Thus

(v ∗ ϕε) (x) ≥ 1
α (n) rn

∫
Br(x)

(v ∗ ϕε) (y) dy

for all x ∈ Rn, ε > 0 and r > 0. We have also (see e.g., [5], Theorem 4.22) limε→0+ (v ∗ ϕε) (x) =
v (x), and since 0 ≤ (v ∗ ϕε) (y) ≤ ‖v‖L∞(Br(x)) for any y ∈ Br (x) , r > 0 and ε > 0, Lebesgue’s
dominated convergence theorem gives that v (x) ≥ 1

α(n)rn

∫
Br(x) v (y) dy for x ∈ Rn, Now we

take r such that x0 ∈ Br (x) to obtain v (x) > 0 for any x ∈ Rn.

The following lemma is an adaptation, suitable for our purpose here, of the blow up
method developed in [27], to obtain a priori estimates for the L∞ norm of solutions to subcrit-
ical superlinear elliptic problems. For the convenience of the reader, and as our statement is
somewhat different to that in Theorem 1.1 of [27], we provide a detailed proof of it.

For r > 0, and x ∈ Rn, we will write Br (x) (respectively Br (x)) to denote the open (resp.
closed) ball in Rn of radius r and centered at x.

Lemma 3.2. Let Θ be an equibounded family of nonnegative measurable functions in L∞ (Ω) , and let
G be a family of nonnegative functions in C

(
Ω× [0, ∞)

)
. Assume that there exist p ∈

(
1, n+2

n−2

)
, and

h ∈ C
(
Ω
)

, such that minΩ h > 0 and lims→∞
g(x,s)

sp = h (x) uniformly on g ∈ G and x ∈ Ω. Then
there exists a constant C such that ‖u‖∞ < C whenever u ∈ H1

0 (Ω) ∩ L∞ (Ω) is a weak solution, for
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some θ ∈ Θ and g ∈ G, to the problem
−∆u = θ + g (·, u) in Ω,

u = 0 on ∂Ω,

u > 0 in Ω.

Proof. To prove the lemma we proceed by contradiction. Suppose that for any k ∈ N there
exist θk ∈ Θ, gk ∈ G, and a weak solution uk ∈ H1

0 (Ω) ∩ L∞ (Ω) to the problem
−∆uk = θk + gk (·, uk) in Ω,

uk = 0 on ∂Ω,

uk > 0 in Ω

(3.1)

such that limk→∞ ‖uk‖∞ = ∞. Let fk : Ω × [0, ∞) → R be defined by fk (x, s) := θk (x) +
gk (x, s). Since uk ∈ L∞ (Ω) we have fk (·, uk) ∈ L∞ (Ω) , and so uk ∈ W2,r (Ω) ∩W1,r

0 (Ω) for
any r ∈ (1, ∞). Thus uk ∈ C

(
Ω
)

, and uk is a strong solution of (3.1). Let Pk ∈ Ω be such that
‖uk‖∞ = uk (Pk). Taking a subsequence if necessary, we can assume that limk→∞ Pk = P for
some P ∈ Ω.

Case a): P ∈ Ω: Let d := 1
4 dΩ (P) , Mk := uk (Pk) and σk := M−

p−1
2

k . Then σ
2

p−1

k Mk = 1 and
limk→∞ σk = 0. For k large enough we have ‖Pk − P‖ < d and σk < 1. Thus ‖σky + Pk − P‖ ≤
‖σky‖+ ‖Pk − P‖ < 2d. Then, taking a further subsequence if necessary, we can assume that
σky + Pk ∈ B2d (P) ⊂ Ω for any y ∈ Bσ−1

k d and k ∈N. Let vk : Bσ−1
k d (0)→ R be defined by

vk (y) := σ
2

p−1

k uk (σky + Pk) .

Then vk ∈W2,r(Bσ−1
k d (0)

)
for any r ∈ (1, ∞), and so vk ∈ C

(
Bσ−1

k d (0)
)
. Also, vk ≤ σ

2
p−1

k Mk = 1

in Bσ−1
k d (0), and vk (0) = σ

2
p−1

k Mk = 1. Therefore

‖vk‖
L∞
(

B
σ−1

k d
(0)
) = 1.

From (3.1), a computation shows that −∆vk = Fk in Bσ−1
k d (0), with Fk defined by Fk (y) :=

σ
2p

p−1

k fk (σky + Pk, uk (σky + Pk)). Also, limk→∞ σk = 0, and so, for R > 0, there exists k (R) ∈ N

such that B2R (0) ⊂ Bσ−1
k d (0) for k ≥ k (R). Our assumptions on Θ and G imply that there

exists a positive constant c such that fk (x, s) ≤ c (sp + 1) for any (x, s) ∈ Ω× [0, ∞) and k ∈N.
Then, for y ∈ B2R (0) and k ≥ k (R) , we have, for some positive constant c′ independent of y
and k,

0 ≤ Fk (y) = σ
2p

p−1

k fk (σky + Pk, uk (σky + Pk)) ≤ cσ
2p

p−1

k

(
1 + Mp

k

)
≤ c′. (3.2)

Thus ‖Fk‖L∞(B2R(0)) ≤ c′ for k ≥ k (R). Also ‖vk‖L∞(B2R(0)) = 1. Thus, since −∆vk = Fk
in B2R (0), the standard inner elliptic estimates (as stated, e.g., in [8, Proposition 4.1.2]), im-
ply that ‖vk‖W2,r(BR(0)) ≤ c′′r for any r > n and k ≥ k (R), with c′′r a positive constant in-
dependent of k. Therefore there exists a subsequence, still denoted by {vk}k∈N , that con-
verges in C1,γ(BR (0)

)
for some γ ∈ (0, 1). Let {Rl}l∈N be an increasing sequence such that

liml→∞ Rl = ∞. A Cantor diagonal process gives a further subsequence, still denoted by
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{vk}k∈N , and a function v ∈ C1 (Rn) such that {vk}k∈N converges to v, in the C1 norm, on
each compact subset of Rn. Moreover, v ≥ 0 in Rn, v (0) = 1 and ‖v‖L∞(Rn) = 1. Note that,
for each l, and for k large enough, −∆vk = Fk ≥ 0 in BRl (0), then −∆v ≥ 0 in D′ (Rn). Since
v ≥ 0 in Rn and v (0) = 1, we have, by Remark 3.1, v (x) > 0 for any x ∈ Rn.

From our assumptions on the family G we have fk (x, s) = θk (x) + sph (x) + spψk (x, s) ,
with lims→∞ ψk (x, s) = 0 uniformly on x ∈ Ω and k ∈ N. Then, for R > 0, y ∈ BR (0) and
k ≥ k (R),

0 ≤ Fk (y) = σ
2p

p−1

k fk (σky + Pk, uk (σky + Pk))

= σ
2p

p−1

k θk (σky + Pk) + (vk (y))
p h (σky + Pk)

+ vp
k (y)ψk

(
σky + Pk, σ

− 2
p−1

k vk (y)
)

.

Now, limk→∞ vk (y) = v (y) > 0 for any y ∈ Rn, then limk→∞ σ
− 2

p−1

k vk (y) = ∞, and so, taking
into account that lims→∞ ψk (x, s) = 0 uniformly on x ∈ Ω and k ∈N, we get, for y ∈ BR (0),

lim
k→∞

ψk (σky + Pk, uk (σky + Pk)) = lim
k→∞

ψk

(
σky + Pk, σ

− 2
p−1

k vk (y)
)
= 0.

Also, limk→∞ σ
2p

p−1

k θk (σky + Pk) = 0. Then limk→∞ Fk (y) = h (P) vp (y) for y ∈ BR (0) and, from
(3.2), supk ‖Fk‖L∞(BR(0)) < ∞ for k ≥ k (R). Thus {Fk}k∈N converges to h (P) vp in D′ (Rn) and
so v satisfies −∆v = h (P) vp in D′ (Rn). Also, v > 0 in Rn, and ‖v‖L∞(Rn) = 1. Then, by

elliptic regularity theory (see e.g., [8, Proposition 4.1.2]), v ∈W2,r
loc (R

n) for any r ∈ (1, ∞), and

v satisfies, in strong sense, −∆v = h (P) vp in Rn. Let η := (h (P))
1

1−p , and let w := ηv. Thus
η > 0, w ∈ W2,r

loc (R
n) for any r ∈ (1, ∞) , and w is a bounded positive strong solution to the

problem −∆w = wp in Rn. Moreover, for each open ball B ⊂ Rn we have wp ∈ Cγ (U) for
some γ ∈ (0, 1). Then, by [28, Theorem 9.19], w ∈ C2 (Rn). But Theorem 1.2 in [27] says that
such a solution w does not exist. Contradiction.

Case b): P ∈ ∂Ω: Since Ω is a C2 domain, there exists an open ball B = Br (P) with radius r >
0, centered at P; and a one to one mapping Φ = Φ (x) = (Φ1 (x) , . . . , Φn (x)) from B onto a
bounded open set D ⊂ Rn such that i) Φ (B ∩Ω) ⊂ Rn

+, ii) Φ (B ∩ ∂Ω) ⊂ ∂Rn
+ iii) Φ ∈ C2 (B) ,

Φ−1 ∈ C2 (D) ; where Rn
+ denotes the open upper halfspace {(x1, x2, . . . , xn) ∈ Rn : xn > 0}

(see e.g., [28, p. 94]). After compositions with a suitable translation, and with a linear endo-
morphism, we can assume Φ (P) = 0, and that Φ′ (P) (the Jacobian matrix of Φ at P) is an
orthogonal matrix. Diminishing B and D if necessary, we can also assume that Φ ∈ C2 (B)
and Φ−1 ∈ C2 (D).

For k ∈ N and y ∈ Φ (B ∩Ω), let zk (y) := uk
(
Φ−1 (y)

)
. Since uk ∈ W2,r (Ω) for any

r ∈ (1, ∞) , we have zk ∈ W2,r (Φ (B ∩Ω)) for 1 < r < ∞. From (3.1), a computation using the
chain rule shows that zk satisfies

− ∑
1≤i,m≤n

ai,m (y)
∂2zk

∂yi∂ym
(y) + ∑

1≤m≤n
bm (y)

∂zk

∂ym
(y)

= fk

(
Φ−1 (y) , zk (y)

)
for y ∈ Φ (B ∩Ω) , (3.3)
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where each ai,m ∈ C1
(

Φ (B ∩Ω)
)

, A := (ai,m) is uniformly elliptic on Φ (B ∩Ω); and b =

(b1, . . . , bn) ∈ C
(
Φ (B ∩Ω), Rn). Moreover, a computation gives

ai,m (y) =
n

∑
γ=1

∂Φi

∂xγ

(
Φ−1 (y)

) ∂Φm

∂xγ

(
Φ−1 (y)

)
and so, in particular, A (P) = I.

For k large enough Pk ∈ B ∩Ω. For such k, let

δk := dist (Φ (Pk) , ∂Φ (B ∩Ω)) .

Note that for k sufficiently large, δk = 〈Φ (Pk) , en〉 where en = (0, . . . , 0, 1). Then, taking
a subsequence if necessary, we can assume that Pk ∈ B ∩ Ω and δk = 〈Φ (Pk) , en〉 for all

k ∈ N. Define Mk and σk as in case a). Then zk (Φ (Pk)) = uk (Pk) = Mk, σ
2

p−1

k Mk = 1, and
limk→∞ σk = 0.

For δ > 0 such that [−4δ, 4δ]n ∩ Rn
+ ⊂ Φ

(
B ∩Ω

)
and for k ∈ N, let Qk :=(

− σ−1
k δ, σ−1

k δ
)n−1 ×

(
− σ−1

k δk, σ−1
k δ

)
. For k large enough σky + Φ (Pk) ∈ Φ

(
Ω ∩ B

)
for any

y ∈ Qk and so, taking a further subsequence, we can assume that σky + Φ (Pk) ∈ Φ
(
Ω ∩ B

)
for any y ∈ Qk and k ∈N. For k ∈N, let vk : Qk → R be defined by

vk (y) := σ
2

p−1

k zk (σky + Φ (Pk)) .

Then vk ∈ C
(
Qk
)

, vk = 0 on
[
− σ−1

k δ, σ−1
k δ

]n−1 ×
{
− σ−1

k δk
}

, vk ≤ σ
2

p−1

k Mk = 1 in Qk, and

vk (0) = σ
2

p−1

k Mk = 1. Thus ‖vk‖L∞(Qk)
= 1. Also, vk ∈ W2,r (Qk) for 1 < r < ∞. From (3.3), a

computation shows that, for y ∈ Qk and k ∈N,

− ∑
1≤m,i≤n

αi,m,k (y)
∂2vk

∂yq∂ym
(y) + ∑

1≤m≤n
βm,k (y)

∂vk

∂ym
(y)

= σ
2p

p−1

k fk

(
Φ−1 (σky + Φ (Pk)) , σ

− 2
p−1

k vk (y)
)

(3.4)

where αi,m.k (y) := ai,m (σky + Φ (Pk)) , and βm.k (y) := σkbm (σky + Φ (Pk)).
Note that

{
σ−1

k δk
}

is bounded from above. Indeed, if supk∈N σ−1
k δk = ∞ then there exists a

subsequence
{

σ−1
kq

δkq

}
q∈N

such that limq→∞ σ−1
kq

δkq = ∞. Since vkq is well defined on Bσ−1
kq

δkq
(0)

and vkq (0) = 1, the same arguments of the case a) apply to obtain a positive and bounded
solution v ∈ C2 (Rn) of

− ∑
1≤m,i≤n

αi,m (Φ (P))
∂2v

∂yq∂ym
(y) = h (P) vp (y) in Rn.

Now, A (P) is a symmetric and positive matrix, and then there exists an invertible matrix B
such that BA (P) Bt = I. Let T : Rn → Rn be defined by Ty = yBt. Thus w := (h (P))

1
1−p v ◦ T

satisfies −∆w = wp in Rn which contradicts Theorem 1.2 in [27].
Observe also that infk∈N σ−1

k δk > 0. For, if not, taking a subsequence, we can assume
limk→∞ σ−1

k δk = 0 and, taking a further subsequence if necessary, we can also assume that
σ−1

k δk < 1, σk < 1, and σ−1
k δ > 4, for any k ∈N. Let Ek := (−δ, δ)n−1 ×

(
0, σ−1

k δ + σ−1
k δk

)
and,
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for y ∈ (−δ, δ)n−1 ×
[
0, σ−1

k δ + σ−1
k δjkq

)
, let ṽk (y) = vk (y− yk) with yk :=

(
0′, σ−1

k δk
)

where,
as before, 0′ denotes the origin of Rn−1.

From (3.4) we have, for y ∈ Ek,

− ∑
1≤i,m≤n

ãi,m,k (y)
∂2ṽk

∂yq∂ym
(y) + ∑

1≤m≤n
b̃m,k (y)

∂ṽk

∂ym
(y) = ϕk (y) ,

where ãi,m,k (y) := αi,m,k (y− yk) , b̃m,k (y) := βm,k (y− yk) , and

ϕk (y) := σ
2p

p−1

k fk

(
Φ−1 (σk (y− yk) + Φ (Pk)) , σ

− 2
p−1

k vk (y− yk)

)
.

Let Q := (−δ, δ)n−1 × (0, 4) , Γ := (−δ, δ)n−1 × {0} , and Q′ :=
(
− δ

2 , δ
2

)n−1 × [0, 2). Then
Q′ ⊂⊂ Q ∪ Γ, and Q ⊂ Ek. Let Ãk (y) be the n × n matrix whose (i, m) entry is ãi,m,k (y).
Then Ãk is uniformly elliptic on Q, ‖ãi,m,k‖L∞(Q) ≤ c for 1 ≤ i, m ≤ n, with c a positive

constant independent of k. Also, the ellipticity constants of Ãk and a modulus of conti-
nuity of its coefficients can be chosen independent of k. In addition,

∥∥b̃m,k
∥∥

L∞(Q)
≤ c′,

‖ṽk‖L∞(Q) ≤ c′ for some constant c′ independent of k and, as in case a), there exists a pos-
itive constant c′′ independent of k such that ‖ϕk‖L∞(Q) ≤ c′. Let r > n. By elliptic reg-
ularity up to the boundary (see e.g., [28, Theorem 9.13]), there exists a positive constant
cr such that ‖ṽk‖W2,r(Q) ≤ cr for any k. Then there exists a positive constant γ such that∣∣vk (0) − vk

(
0′,−σ−1

k δk
)∣∣ = ∣∣ṽk

(
0, σ−1

k δk
)
− ṽk (0′, 0)

∣∣ ≤ γσ−1
k δk for any k, i.e., 1 ≤ γσ−1

k δk,
which contradicts limk→∞ σ−1

k δk = 0. Then infk∈N σ−1
k δk > 0.

Thus
{

σ−1
k δk

}
is bounded from above and from below by positive constants, and so, taking

a subsequence if necessary, we can assume limk→∞ σ−1
k δk = τ, for some τ > 0.

For k ∈ N, let wk :
[
− σ−1

k δ, σ−1
k δ

]n−1 ×
[
0, σ−1

k δ + σ−1
k δk

)
→ R be given by wk (y) :=

vk (y− yk) , with yk :=
(
0′, σ−1

k δk
)
, where 0′ denotes the origin in Rn−1. Thus, wk satisfies, for

y ∈ (−σkδ,−σkδ)n−1 ×
(
0, σkδ + σ−1

k δk
)
,

− ∑
1≤m,l≤n

α̃l,m,k (y)
∂2wk

∂yl∂ym
(y) + ∑

1≤m≤n
β̃m,k (y)

∂wk

∂ym
(y) = ϕ̃k (y) ,

where α̃l,m,k (y) := αl,m,k (y− yk) , β̃m,k (y) := βm,k (y− yk) and

ϕ̃k (y) := σ
2p

p−1

k fk

(
Φ−1 (σk (y− yk) + Φ (Pk)) , σ

− 2
p−1

k vk (y− yk)

)
.

By repeating compactness arguments used in the case a), and taking into account that, for y ∈
Rn

+, limk→∞ α̃l,m,k (y) = al,m (P) , liml→∞ β̃m,l (y) = 0, and A (P) = I we obtain a subsequence,
still denoted {wk}k∈N , that converges in Rn

+ to a function w ∈ C2 (Rn
+) such that w > 0 in

Rn
+, w (0′, τ) = 1, and

− ∆w (y) = h (P)wp (y) in Rn
+. (3.5)

For R > 0, let UR := Bn−1
R (0)× (0, R) , where Bn−1

R (0) denotes the open ball in Rn−1 of radius
R and centered at the origin. Let r > n. As above, by elliptic regularity up to the bound-
ary [28, Theorem 9.13], we have ‖wk‖W2,r(UR) ≤ cr for some positive constant cr independent
of k. Thus, taking a further subsequence, still denoted {wk}k∈N , we have that {wk}k∈N con-
verges uniformly on U. Now, by considering an increasing sequence of radius

{
Rj
}

j∈N
such
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that limj→∞ Rj = ∞, a Cantor diagonal process gives a further subsequence, still denoted by
{wk}k∈N , which converges uniformly on K, for each compact subset K ⊂ Rn

+. Then w belongs
to C2 (Rn

+) ∩ C
(
Rn

+

)
and, since wk = 0 on ∂Rn

+ for each k, we also have also w = 0 on ∂Rn
+.

Therefore w̃ := h (P)
1

1−p w belongs to C2 (Rn
+) ∩ C

(
Rn

+

)
and satisfies −∆w̃ = w̃p in Rn

+, w̃ = 0
on ∂Rn

+ and w̃ > 0 in Rn
+, which contradicts Theorem 1.3 in [27].

Next we use Lemma 3.2 to obtain a priori estimates for the L∞ norm of solutions to sub-
critical superlinear elliptic problems (in particular of solutions to the singular problem that
arises when ε = 0).

Lemma 3.3. Assume the hypothesis of Theorem 1.1. Then there exists λ∗ > 0 such that λ ≤ λ∗

whenever the problem 
−∆u = a (u + ε)−α + f (λ, ·, u) in Ω,

u = 0 on ∂Ω,

u > 0 in Ω.

(3.6)

has a weak solution u ∈ H1
0 (Ω) ∩ L∞ (Ω) for some ε ∈ [0, 1].

Proof. By Lemmas 2.7 and 2.12 we have u ≥ cdΩ in Ω, with c independent of λ, ε, and of the
particular solution u. Let η0, q, and b, be as in H4). Note that λ ≤ max

{
η0, λ1

(
b (cdΩ)

q−1 )}.
Indeed, if λ ≥ η0, by H4), f (λ, ·, u) ≥ λbuq ≥ λb (cdΩ)

q−1 u in Ω, and so, in weak sense,
−∆u = λb (cdΩ)

q−1 u + ρ in Ω, with ρ := a (u + ε)−α + f (λ, ·, u) − λb (cdΩ)
q−1 u. Observe

that 0 ≤ ρ ∈ L∞
loc (Ω), and that ρ 6≡ 0 (because a (u + ε)−α 6≡ 0). Then, by Remark 2.2 iv),

λ ≤ λ1
(
b (cdΩ)

q−1 ). Thus λ ≤ λ∗ := max
{

η0, λ1
(
b (cdΩ)

q−1 )}.

Lemma 3.4. Assume the hypothesis of Theorem 1.1. Then, for any λ0 > 0 there exists cλ0 > 0 such
that ‖u‖∞ < cλ0 whenever λ ≥ λ0 and u ∈ H1

0 (Ω) ∩ L∞ (Ω) is a weak solution, for some ε ∈ [0, 1] ,
of problem (3.6).

Proof. To prove the lemma we proceed by contradiction. Suppose that there exist sequences{
λj
}

j∈N
⊂ [λ0, ∞) ,

{
ε j
}

j∈N
⊂ [0, 1] ,

{
uj
}

j∈N
⊂ H1

0 (Ω) ∩ L∞ (Ω) such that, for all j ∈N,
−∆uj = a

(
uj + ε j

)−α
+ f

(
λj, ·, uj

)
in Ω,

uj = 0 on ∂Ω,

uj > 0 in Ω,

(3.7)

and limj→∞
∥∥uj
∥∥

∞ = ∞. Let λ∗ > 0 be as given by Lemma 3.3. Thus λj ≤ λ∗ for all j.
Then

{
λj
}

j∈N
is bounded and so, taking a subsequence if necessary, we can assume that

limj→∞ λj = λ for some λ ∈ [λ0, λ∗]. Since uj ∈ L∞ (Ω) we have f
(
λj, ·, uj

)
∈ L∞ (Ω) , and,

since uj = Sε j

(
f
(
λj, ·, uj

))
, we have uj ∈ C

(
Ω
)
.

Let ψ1 and ψ2 be nonnegative functions in C∞
c (R) such that ψ1 ≡ 1 on

[
−∞, 1

2

]
, supp (ψ1) ⊂

(−∞, 2) , ψ2 ≡ 1 on [2, ∞), supp (ψ2) ⊂
( 1

2 , ∞
)
, and ψ1 + ψ2 ≡ 1 on R. Let wj ∈ H1

0 (Ω) ∩
L∞ (Ω) be the solution, provided by Lemma 2.6 when ε j > 0, and by Lemma 2.12 when ε j = 0
(applied with ε = ε j and with a replaced by a

(
ψ1 ◦ uj

)
) to the problem

−∆wj = a
(
ψ1 ◦ uj

) (
wj + ε j

)−α in Ω,

wj = 0 on ∂Ω,

wj > 0 in Ω.

(3.8)
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From Lemma 2.10, applied with ε = ε j, and with a replaced by a
(
ψ1 ◦ uj

)
, we have that

wj ∈ C
(
Ω
)
. Notice that, by Lemma 2.14 i), wj ≤ w̃ in Ω, where w̃ ∈ H1

0 (Ω) is the weak
solution, given by Lemma 2.12 (applied with a replaced by a

(
ψ1 ◦ uj

)
), to the problem

−∆w̃ = a
(
ψ1 ◦ uj

)
w̃−α in Ω,

w̃ = 0 on ∂Ω,

w̃ > 0 in Ω.

(3.9)

By Lemma 2.10, w̃ ∈ C
(
Ω
)

, then
{

wj
}

j∈N
is bounded in L∞ (Ω). Also, in weak sense,

−∆uj = a
(
uj + ε j

)−α
+ f

(
λj, ·, uj

)
≥ a

(
ψ1 ◦ uj

) (
uj + ε j

)−α in Ω, uj = 0 on ∂Ω, and so, in
weak sense,

−∆
(
uj − wj

)
≥ a

(
ψ1 ◦ uj

) ((
uj + ε j

)−α −
(
wj + ε j

)−α
)

in Ω, (3.10)

uj − wj = 0 on ∂Ω.

Using
(
uj − wj

)− as test function in (3.10) we get −
∫

Ω

∣∣∇((uj −wj
)−)∣∣ ≥ 0, and then uj ≥ wj

in Ω.
We claim that a

(
ψ1 ◦ uj

) (
uj + ε j

)−α
ϕ ∈ L1 (Ω) for any ϕ ∈ H1

0 (Ω) , and that there exists
a nonnegative weak solution zj ∈ H1

0 (Ω) ∩ C
(
Ω
)

to the problem{
−∆zj = a

(
ψ1 ◦ uj

) (
uj + ε j

)−α in Ω,

zj = 0 on ∂Ω.
(3.11)

To prove this, first observe that, for all j ∈N,(
uj + ε j

)−α dΩ ∈ L2 (Ω) . (3.12)

Indeed, (3.12) clearly holds when ε j > 0. If ε j = 0 and 0 < α ≤ 1 then, by Lemma 2.7 there ex-
ists a positive constant c, independent of j, such that

(
uj + ε j

)−α dΩ = u−α
j dΩ ≤ cdB

Ω1− α

∈ L2 (Ω). If ε j = 0 and 1 < α < 3 then, by Lemma 2.11, we have
(
uj + ε j

)−α dΩ =

u−α
j dΩ ≤ cd

1− 2α
1+α

Ω for some positive constant c independent of j, and, since 1 < α < 3,

we have 1 − 2α
1+α > −1, and so d

1− 2α
1+α

Ω ∈ L2 (Ω). Therefore (3.12) holds for all j. We next
prove that, for ϕ ∈ H1

0 (Ω) and for all j, a
(
ψ1 ◦ uj

) (
uj + ε j

)−α
ϕ ∈ L1 (Ω) and that the map

ϕ →
∫

Ω a
(
ψ1 ◦ uj

) (
uj + ε j

)−α
ϕ is continuous on H1

0 (Ω). Indeed, from (3.12) and the Hardy
inequality, we have, for some positive constant c,∫

Ω

∣∣∣a (ψ1 ◦ uj
) (

uj + ε j
)−α

ϕ
∣∣∣ ≤ ‖a‖∞

∫
Ω

(
uj + ε j

)−α dΩ

∣∣∣∣ ϕ

dΩ

∣∣∣∣
≤ c

∥∥∥(uj + ε j
)−α dΩ

∥∥∥
2
‖∇ϕ‖2 .

Then, by the Riesz theorem, there exists a weak solution zj ∈ H1
0 (Ω) to (3.11), and, by the

weak maximum principle, zj ≥ 0 a.e. in Ω. Since uj ≥ wj in Ω, from (3.8) and (3.11) we have{
−∆

(
zj − wj

)
≤ 0 in Ω

zj − wj = 0 on ∂Ω,
(3.13)
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and so zj ≤ wj in Ω. Also, zj ≥ 0, and wj ≤ w̃ in Ω. Thus supj∈N

∥∥zj
∥∥

∞ ≤ ‖w̃‖∞ < ∞. Now,
uj ≥ cdΩ in Ω for some positive constant c independent of j, and then, for any domain Ω′

such that Ω′ ⊂ Ω, a
(
ψ1 ◦ uj

) (
uj + ε j

)−α ∈ L∞ (Ω′). Using that zj ∈ L∞ (Ω′), and the inner
elliptic estimates, we conclude that zj ∈ C (Ω). Since 0 ≤ zj ≤ wj and wj ∈ C

(
Ω
)
, then zj is

continuous on ∂Ω and so zj ∈ C
(
Ω
)
. Now,{

−∆
(
uj − zj

)
= θj + f

(
λj, ·, uj − zj + zj

) (
ψ2 ◦ uj

)
in Ω,

uj − zj = 0 on ∂Ω,
(3.14)

with θj ∈ L∞ (Ω) defined by

θj (x) := a (x)ψ2
(
uj (x)

) (
uj (x) + ε j

)−α
+ f

(
λj, x, uj (x)

)
ψ1
(
uj (x)

)
.

Let ũj := uj − zj. Since uj ≥ wj ≥ zj in Ω, we have ũj ≥ 0 in Ω. For j ∈N let gj : Ω× [0, ∞)→
R be defined by gj (x, s) := f

(
λj, x, s + zj (x)

)
ψ2
(
s + zj (x)

)
. Thus ũj is a weak solution in

H1
0 (Ω) ∩ L∞ (Ω) of the problem

−∆ũj = θj + gj
(
·, ũj

)
in Ω,

ũj = 0 on ∂Ω,

ũj ≥ 0 in Ω.

(3.15)

Note that θj + gj
(
·, ũj

)
is nonnegative and belongs to L1 (Ω). We claim that, for j large enough,

θj + gj
(
·, ũj

)
6≡ 0 in Ω. (3.16)

To prove our claim we proceed by contradiction. Taking a subsequence if necessary, we can
assume that θj + gj

(
·, ũj

)
= 0 in Ω for all j. Then, for all j, (3.15) gives ũj = 0 in Ω, and so

uj = zj. Also,

θj + gj
(
·, ũj

)
= a

(
ψ2 ◦ uj

) (
uj + ε j

)−α
+ f

(
λj, ·, uj

) (
ψ1 ◦ uj

)
+ f

(
λj, ·, uj

) (
ψ2 ◦ uj

)
= a

(
ψ2 ◦ uj

) (
uj + ε j

)−α
+ f

(
λj, ·, uj

)
,

therefore θj + gj
(
·, ũj

)
= 0 implies f

(
λj, ·, uj

)
= 0 in Ω. Let Pj ∈ Ω be such that uj

(
Pj
)
=∥∥uj

∥∥
∞. Then f

(
λj, Pj, uj

(
Pj
))

= 0 for any j. Taking a further subsequence we can assume
that limj→∞ Pj = P for some P ∈ Ω. Also lim→∞ λj = λ ≥ λ0, and lim→∞ uj

(
Pj
)
= ∞. Then,

from the uniform convergence in H5), we get limj→∞ uj
(

Pj
)−p f

(
λj, Pj, uj

(
Pj
))

= h (λ, P) > 0,
which contradicts that f

(
λj, ·, uj

)
= 0 for all j. Thus (3.16) holds.

From (3.16), (3.15), and the Hopf maximum principle in Remark 2.1 ii), we conclude that
ũj > 0 in Ω.

Finally, observe that, since supp (ψ1) ⊂ (−∞, 2) and 0 ≤ ψ1 ≤ 1, then the support of ψ1 ◦ uj
is included in

{
x ∈ Ω : uj (x) ≤ 2

}
. Thus, for all j,

∥∥θj
∥∥

∞ ≤ ‖a‖∞ + sup[0,λ∗]×Ω×[0,2] f . Also,
noting that

gj (x, s) = f
(
λj, ·, s + zj (x)

)
ψ2
(
s + zj (x)

)
,

that zj ∈ C
(
Ω
)

, and that f and ψ2 are continuos, we conclude that g ∈ C
(
Ω× [0, ∞)

)
. Since

ψ2 ≡ 1 on [2, ∞) , taking into account that λj ≤ λ∗, and the uniform convergence in H5), we
get lims→∞ s−pgj (x, s) = h (λ, x) uniformly on j and x ∈ Ω. Then the families Θ :=

{
θj
}

j∈N
,

and G :=
{

gj
}

j∈N
satisfy the assumptions of Lemma 3.2, and so

{
ũj
}

j∈N
is bounded in

L∞ (Ω). Since supj∈N

∥∥zj
∥∥

∞ < ∞, and uj = ũj + zj, we conclude that supj∈N

∥∥uj
∥∥

∞ < ∞,
contradiction.
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4 Proofs of the main results

We assume for the whole section that H1)–H5) of Theorem 1.1 hold. Let

P :=
{

ζ ∈ C
(
Ω
)

: ζ ≥ 0 in Ω
}

, (4.1)

and for ε ≥ 0, let Tε : [0, ∞)× P→ C
(
Ω
)

be defined by

Tε (λ, ζ) := Sε ( f (λ, ·, ζ + Sε (0)))− Sε (0) . (4.2)

Since 0 ≤ f ∈ C
(
[0, ∞)×Ω× [0, ∞)

)
and, since by Lemma 2.10, Sε (0) ∈ C

(
Ω
)

then, for
ζ ∈ P we have 0 ≤ f (λ, ·, ζ + Sε (0)) ∈ L∞ (Ω) , therefore the definition of Tε (λ, ζ) makes
sense. Moreover, since f ≥ 0, Lemma 2.14 i) gives Tε (λ, ζ) ∈ P.

Remark 4.1. Observe that, for ε ≥ 0, ζ ∈ P, and λ ≥ 0, we have Tε (λ, ζ) = ζ if and only if
Sε ( f (λ, ·, ζ + Sε (0))) = ζ + Sε (0); i.e., if and only if w := ζ + Sε (0) is a weak solution of (3.6).

Lemma 4.2. For any ε ≥ 0, Tε : [0, ∞)× P→ C
(
Ω
)

is a continuous and compact map.

Proof. The map (λ, ζ) → f (λ, ·, ζ + Sε (0)) is continuous from [0, ∞) × C
(
Ω
)

into C
(
Ω
)

,
therefore the continuity of Tε follows from Lemma 2.14. The compactness of Tε is also given
by Lemma 2.14, by observing that if

{(
λj, ζ j

)}
j∈N

is a bounded sequence in [0, ∞)× C
(
Ω
)

,

then
{

f
(
λj, ·, ζ j + S (0)

)}
j∈N

is bounded in C
(
Ω
)
.

Lemma 4.3. For any ε ≥ 0 the following statements hold:

i) Tε (0, 0) = 0.

ii) If 0 ≤ ζ ∈ C
(
Ω
)

and if Tε (0, ζ) = ζ, then ζ = 0.

iii) There exists ρ > 0 such that, if u ∈
{

ζ ∈ C
(
Ω
)

: ζ ≥ 0 and ‖ζ‖∞ = ρ
}

and σ ∈ (1, ∞), then
Tε (0, u) 6= σu.

Proof. i) is immediate from the definition of Tε. If 0 ≤ ζ ∈ C
(
Ω
)

and Tε (0, ζ) = ζ then, as
observed in Remark 4.1, w := ζ + Sε (0) is a solution of −∆w = a (w + ε)−α in Ω, w = 0 on ∂Ω;
and, by Lemmas 2.6 and 2.12, the unique solution to this problem is Sε (0). Thus ζ = 0, and
so ii) holds. Finally, iii) follows from the fact that Tε (0, u) = 0 for all nonnegative u ∈ C

(
Ω
)
.

Let us recall the following result from [1].

Remark 4.4 ([1, Theorem 1.17]). Let E be an ordered Banach space, let P := {ζ ∈ E : ζ ≥ 0})
be its positive cone, and let T : [0, ∞)× P → P be a continuous and compact map. Suppose
that T (0, 0) = 0, and that zero is the only fixed point of T (0, ·). Suppose, in addition, that
there exists a positive number ρ such that T (0, ζ) 6= σζ for all ζ ∈ S+

ρ := {ζ ∈ P : ‖ζ‖E = ρ}
and all σ ≥ 1. Then the set Σ := {(λ, ζ) ∈ [0, ∞)× P : T (λ, ζ) = ζ} includes an unbounded
subcontinuum subset (i.e. an unbounded closed and connected subset) that contains (0, 0).

For ε ≥ 0, let Σε be defined by

Σε := {(λ, ζ) ∈ [0, ∞)× P : Tε (λ, ζ) = ζ} . (4.3)

Lemma 4.5. For any ε ≥ 0, Σε includes an unbounded closed connected subset CΣε that contains
(0, 0).
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Proof. Follows from Remark 4.4 and Lemmas 4.2 and 4.3.

Lemma 4.6. Let ε ≥ 0, and let CΣε be the set given by Lemma 4.5. Then:

i) there exists Λ# ∈ (0, ∞) such that π1 (Σε) ⊂
[
0, Λ#];

ii) there exists Λε ∈ (0, ∞) such that [0, Λε) ⊂ π1 (CΣε) ⊂ [0, Λε];

iii) [0, Λ0) ⊂ π1 (Σε) if ε > 0.

Proof. Let ε ≥ 0 and (λ, ζ) ∈ Σε. Let λ∗ be as given by Lemma 3.3. Then λ ≤ λ∗, and so i)
holds with Λ# = λ∗.

To prove ii) observe that, from i), π1 (CΣε) is a bounded and connected subset of R. If
(0, ζ) ∈ CΣε then, by Lemma 4.3 ii), ζ = 0. Since, by Corollary 3.5, CΣε is unbounded, we get
that π1 (CΣε) 6= {0}. Also, (0, 0) ∈ CΣε , and so 0 ∈ π1 (CΣε). Since π1 (CΣε) 6= {0} and π1 (CΣε)
is a bounded and connected subset of R, ii) follows.

To see iii), consider λ ∈ [0, Λ0). By ii) there exists a weak solution u ∈ H1
0 (Ω) ∩ C

(
Ω
)

to the problem −∆u = au−α + f (λ, ·, u) in Ω, u = 0 on ∂Ω, u > 0 in Ω. Then −∆u ≥
a (u + ε)−α + f (λ·, u) in Ω and, since u = S0 ( f (λ, ·, u)), by Lemma 2.6 there exists a positive
constant c such that u ≥ cdΩ in Ω. For δ ∈ (0, 1) to be determined later, let z be the weak
solution (given e.g., by Lemma 2.6 applied with a replaced by δa) to the problem −∆z =

δa (z + 1)−α in Ω, z = 0 on ∂Ω, z > 0 in Ω. Thus −∆z ≤ δa in Ω, and so there exists a
positive constant c′, independent of δ, such that z ≤ c′δdΩ in Ω. Then −∆z = δa (z + 1)−α ≥
δa (c′δdΩ + 1)−α ≥ δa (c′ diam (Ω) + 1)−α in Ω, and so z ≥ δ (c′ diam (Ω) + 1)−α (−∆)−1 (a).
Then there exists a positive constant c′′ independent of δ such z ≥ c′′δdΩ in Ω. Also, −∆z =

δa (z + 1)−α ≤ a (z + ε)−α ≤ a (z + ε)−α + f (λ, ·, δz) in Ω. Now we take small enough such
c′δ ≤ c. Then z ≤ c′δdΩ ≤ cdΩ ≤ u. Thus [18, Theorem 4.9] gives a weak solution u to the
problem −∆u = a (u + ε)−α + f (λ, ·, u) in Ω, u = 0 on ∂Ω, u > 0 in Ω, which satisfies z ≤
u ≤ u. Then u = Sε ( f (λ, ·, u)) , and so, by Lemma 2.8, u ∈ C

(
Ω
)
. Since −∆u ≥ a (u + ε)−α

in Ω, u = 0 on ∂Ω, u > 0 in Ω, and since v := Sε (0) satisfies −∆v = a (v + ε)−α in Ω, v = 0
on ∂Ω, v > 0 in Ω, the comparison principle in Remark 2.4 gives u ≥ v in Ω. Then u ≥ Sε (0)
in Ω. Thus ζ := u− Sε (0) ∈ P and, by Remark 4.1, (λ, ζ) ∈ Σε.

Lemma 4.7. Let Λ0 be as given by Lemma 4.6 ii). Then, for any σ > ‖S0 (0)‖∞ , there exists
λσ ∈ (0, Λ0) such that ‖ζ‖∞ 6= σ whenever 0 ≤ λ ≤ λσ, ε ∈ [0, 1] , and (λ, ζ) ∈ Σε.

Proof. To prove the lemma we proceed by contradiction. Assume that such a λσ does not
exist. Then, for j large enough, there exist λj ∈ [0, 1], ε j ∈ [0, 1] , and a function ζ j ∈ P,
such that limj→∞ λj = 0,

(
λj, ζ j

)
∈ Σε j and

∥∥ζ j
∥∥

∞ = σ. Taking a subsequence if necessary,
we can assume that limj→∞ ε j = ε for some ε ∈ [0, 1]. Let wj := ζ j + Sε j (0). Then wj ∈
C
(
Ω
)
, and

∥∥wj
∥∥

∞ ≤
∥∥ζ j
∥∥

∞ +
∥∥Sε j (0)

∥∥
∞ ≤ σ + ‖S0 (0)‖∞ := M, and so

∥∥ f
(
λj, ·, wj

)∥∥
∞ ≤

max[0,1]×Ω×[0,M] f . Thus
{

f
(
λj, ·, wj

)}
j∈N

is bounded in L∞ (Ω). Also, by Remark 4.1, wj is

a weak solution of −∆wj = a
(
wj + ε j

)−α
+ f

(
λj, ·, wj

)
in Ω, wj = 0 on ∂Ω, and so wj =

Sε j

(
f
(
λj, ·, wj

))
. Thus, by Lemma 2.13,

{
wj
}

j∈N is bounded in H1
0 (Ω). Then there exists

w ∈ H1
0 (Ω) , and a subsequence

{
wjk
}

k∈N , such that
{

wjk
}

k∈N converges to w strongly in
L2 (Ω) , and

{
∇wjk

}
k∈N converges weakly to ∇w in L2 (Ω, Rn). Taking a subsequence if

necessary, we can assume that
{

wjk
}

k∈N converges to w a.e. in Ω. Thus
{

f
(
λjk , ·, wjk

)}
j∈N

is a
bounded sequence in L∞ (Ω) and converges pointwise to f (0, ·, w) in Ω. Then, by Lemma 2.14
iii),

{
Sε jk

(
f
(
λjk , ·, wjk

)) }
k∈N

converges to Sε ( f (0, ·, w)) in C
(
Ω
)

, i.e.,
{

wjk
}

k∈N
converges to
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Sε (0) in C
(
Ω
)
. Then w = Sε (0) , and so ‖w‖∞ = limk→∞

∥∥wjk

∥∥
∞ ≥ limk→∞

∥∥ζ jk

∥∥
∞ = σ >

‖S0 (0)‖∞ ; which contradicts that w = Sε̃ (0) ≤ S0 (0).

Lemma 4.8. Let λ0 > 0, let
{

λj
}

j∈N
be a sequence in [λ0, ∞) , and let

{
ε j
}

j∈N
be a sequence in

[0, 1]. For j ∈N, let wj ∈ H1
0 (Ω) ∩ L∞ (Ω) be a weak solution of
−∆wj = a

(
wj + ε j

)−α
+ f

(
λj, ·, wj

)
in Ω,

wj = 0 on ∂Ω,

wj > 0 in Ω.

Then:

i)
{

wj
}

j∈N
is bounded in H1

0 (Ω);

ii) if
{

wjk
}

k∈N
is a subsequence of

{
wj
}

j∈N
that converges weakly in H1

0 (Ω) to some w ∈ H1
0 (Ω)∩

L∞ (Ω) , and if, in addition, limk→∞ λjk = λ and limk→∞ ε jk = ε for some ε ∈ [0, 1] and
λ ∈ [λ0, ∞) , then w is a weak solution to (3.6) and there exists a positive constant c such that
w ≥ cdΩ in Ω.

Proof. Let cλ0 be as given by Lemma 3.4. Then
∥∥wj

∥∥
∞ ≤ cλ0 , which implies

∥∥ f
(
λj, ·, wj

)∥∥
∞ ≤

sup[0,Λ#]×Ω×[0,cλ0 ]
f , with Λ# given by Lemma 4.6 i). Since wj = Sε j

(
f
(
λj, ·, wj

))
, Lemma 2.13

gives that
{

wj
}

j∈N
is bounded in H1

0 (Ω).

Now suppose that
{

wjk
}

k∈N
is a subsequence such that, for some w ∈ H1

0 (Ω) ,
{

wjk
}

k∈N

converges to w strongly in L2 (Ω) and
{
∇wjk

}
k∈N

converges to ∇w weakly in L2 (Ω, Rn).
Suppose also that limk→∞ λjk = λ and limk→∞ ε jk = ε. Taking a further subsequence if neces-
sary, we can assume that

{
wjk
}

k∈N
converges to w a.e. in Ω. Now, wjk = Sε jk

(
f
(
λjk , ·, wjk

))
and then, by Lemma 2.7, wjk ≥ cdΩ in Ω for some positive constant independent of k.
Thus w ≥ cdΩ in Ω. Note that

{
f
(
λjk , ·, wjk

)}
k∈N

is a bounded sequence in L∞ (Ω) that
converges pointwise to f (λ, ·, w). Then, by Lemma 2.14 iv),

{
Sε jk

(
f
(
λjk , ·, wjk

)) }
k∈N

con-
verges to Sε ( f (λ, ·, w)) in C

(
Ω
)

, i.e.,
{

wjk
}

k∈N
converges to Sε ( f (λ, ·, w)) in C

(
Ω
)
. Thus

w = Sε ( f (λ, ·, w)) , i.e., w solves (3.6). Finally, Lemma 2.7 says that, for some positive constant
c, w ≥ cdΩ in Ω.

Proof of Theorem 1.1. Let Λ := sup
{

λ ≥ 0 :
(
λ, ζ
)
∈ Σ0 for some ζ ∈ P

}
, and let Λ0 be given

by Lemma 4.6 ii). Thus Λ0 > 0 and, for any λ ∈ [0, Λ0) , there exists ζ ∈ P such that
(λ, ζ) ∈ Σ0; and the function wζ := ζ + S0 (0) is a positive weak solution of (1.1) that belongs
to H1

0 (Ω) ∩ L∞ (Ω). Moreover, wζ ∈ C
(
Ω
)

and, for some positive constant c, wζ ≥ cdΩ

in Ω. Also, Λ ≥ Λ0 > 0 and clearly, if (1.1) has a solution u ∈ H1
0 (Ω) ∩ L∞ (Ω) , then

λ ≤ Λ. Consider a sequence
{(

λj, ζ j
)}

j∈N
⊂ Σ0 such that limj→∞ λj = Λ, and a sequence{

ε j
}

j∈N
⊂ (0, 1] such that limj→∞ ε j = 0. Let wj := ζ j + S0 (0). Then wj ∈ H1

0 (Ω) ∩ L∞ (Ω)

and wj is a solution of (1.1) for λ = λj. Thus wj is a supersolution to the following nonsingular
problem 

−∆z = a
(
z + ε j

)−α
+ f

(
λj, ·, z

)
in Ω,

z = 0 on ∂Ω,

z > 0 in Ω.

(4.4)

Clearly vj := Sε j (0) is a subsolution of (4.4) and, by Lemma 2.3, vε j ≤ wj in Ω. Thus, by
[18, Theorem 4.9], there exists a weak solution uj ∈ H1

0 (Ω) of (4.4) such that vj ≤ uj ≤ wj
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in Ω. Since 0 ≤ uj ≤ wj we have also uj ∈ L∞ (Ω). Then, by Lemma 4.8 i),
{

uj
}

j∈N
is

bounded in H1
0 (Ω). Thus there exists a subsequence

{
ujk
}

k∈N
and w ∈ H1

0 (Ω) , such that{
ujk
}

k∈N
converges weakly in H1

0 (Ω) and a.e. in Ω to w ∈ H1
0 (Ω). Also, λj ≥ 1

2 Λ for j large
enough, and so, for such j, Lemma 3.4 gives

∥∥uj
∥∥

∞ ≤ c̃ 1
2 Λ. Then ‖w‖∞ ≤ c̃ 1

2 Λ and so, w ∈
H1

0 (Ω)∩ L∞ (Ω). Now, by Lemma 4.8 ii), w is a weak solution of −∆w = aw−α + f (Λ, ·, w) in
Ω, w = 0 on ∂Ω, w > 0 in Ω, and, for some positive constant c, it satisfies w ≥ cdΩ in Ω.

Let
{

vj
}

j∈N
and

{
ε j
}

j∈N
be as above, and let λ ∈ [0, Λ); then w is a supersolution of

(4.4). Clearly vj is a subsolution to (4.4). Also, by Lemma 2.14 i), w = S0 ( f (Λ, ·, w)) ≥
Sε j ( f (Λ, ·, w)) ≥ Sε j (0) = vj and so, by [18, Theorem 4.9], there exists a solution ũj ∈ H1

0 (Ω)

to problem (4.4) such that vj ≤ ũj ≤ w. Thus ũj ∈ H1
0 (Ω) ∩ L∞ (Ω) , and by Lemma 3.4,∥∥ũj

∥∥
∞ ≤ c̃λ for all j. By Lemma 4.8 i),

{
ũj
}

j∈N
is bounded in H1

0 (Ω). Thus there exists a

subsequence
{

ũjk
}

k∈N
, and w̃ ∈ H1

0 (Ω) , such that
{

ũjk
}

k∈N
converges weakly in H1

0 (Ω) ,
and a.e. in Ω, to w̃ ∈ H1

0 (Ω) , which satisfies ‖w̃‖∞ ≤ c̃λ. Thus, by Lemma 4.8 ii), w̃ is a weak
solution to the problem −∆w̃ = aw̃−α + f (λ, ·, w̃) in Ω, w̃ = 0 on ∂Ω, w̃ > 0 in Ω. Finally,
if u ∈ H1

0 (Ω) ∩ L∞ (Ω) is a weak solution of (1.1) then, by Lemmas 2.7 and 2.11, u ≥ cdΩ in

Ω if 0 < α < 1, and u ≥ cd
2

1+α

Ω in Ω if 1 ≤ α < 3; in both cases with c a positive constant
independent of λ and u.

Lemma 4.9. Let σ > ‖S0 (0)‖∞ and let λσ be as in Lemma 4.7. Then Λε > λσ for any ε ∈ [0, 1].

Proof. By way of contradiction, suppose that Λε ≤ λσ for some ε ∈ [0, 1]. Then for each
(λ, ζ) ∈ CΣε we have λ ≤ λσ and so, by Lemma 4.7, ‖ζ‖∞ 6= σ. Also, λ < Λ# + 1, with Λ#

given by Lemma 4.6 i). Let

U1 :=
{
(λ, ζ) ∈

[
0, Λ# + 1

)
× P : ‖ζ‖∞ < σ

}
,

U2 :=
{
(λ, ζ) ∈

[
0, Λ# + 1

)
× P : ‖ζ‖∞ > σ

}
.

Note that U1 and U2 are disjoint open subsets of [0, ∞)× P, and that CΣε ⊂ U1 ∪U2. As CΣε

is unbounded, CΣε ∩U2 is nonempty. Also (0, 0) ∈ CΣε ∩U1, therefore CΣε ∩U1 is nonempty.
Contradiction, since CΣε is connected.

Lemma 4.10. For each λ0 > 0 there exists cλ0 > 0 such that ‖ζ‖∞ < cλ0 whenever λ ≥ λ0 and
(λ, ζ) ∈ Σ0.

Proof. (λ, ζ) ∈ Σ0 if and only if u := ζ + S0 (0) is a solution of (1.1). Since ‖ζ‖∞ ≤ ‖u‖∞ +

‖S0 (0)‖∞ , the lemma follows from Lemma 3.4.

Lemma 4.11. Let σ > ‖S0 (0)‖∞ , and let λσ be given by Lemma 4.7. Then, for each λ ∈ (0, λσ), the
set
{
(λ, ζ) ∈ Σ0 : 0 < λ < λ

}
is an unbounded subset of [0, ∞)× P.

Proof. Suppose for the sake of contradiction, that for some λ ∈ (0, λσ) there exists M > 0 such
that ‖ζ‖∞ ≤ M whenever (λ, ζ) ∈ Σ0 and 0 < λ < λ. Let cλ be as given by Lemma 4.11. Then
CΣ0 ⊂

[
0, Λ#]× {ζ ∈ P : ‖ζ‖∞ ≤ M + cλ

}
, which contradicts the fact that CΣ0 is unbounded.

Proof of Theorem 1.2. Let σ > ‖S0 (0)‖∞ , and let λσ be as given by Lemma 4.7. Let Λ∗ :=
min{Λ0, λσ} and, for each λ ∈ (0, Λ0) , let cλ be as given by Lemma 4.11. We claim that,
for 0 < λ < Λ∗, problem (1.1) has at least two weak solutions in P. To see this we proceed
by contradiction. Suppose, by way of contradiction, that for some λ# ∈ (0, Λ∗) problem
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(1.1) has a unique solution uλ# in P (at least one solution exists because λ# < Λ0). Now,
uλ# = S0

(
f
(
λ#, ·, uλ#

))
and so, by Lemma 2.14 i), uλ# ≥ S0 (0). Let ζλ# := uλ# − S0 (0); clearly

ζλ# ∈ P and, by Remark 4.1,
(
λ#, ζλ#

)
∈ Σ0. Also, if

(
λ#, ζ

)
∈ Σ0 for some ζ ∈ P, then ζ = ζλ# .

Now, by Lemma 4.7, ‖ζλ#‖∞ 6= σ; Then either ‖ζλ#‖∞ < σ or ‖ζλ#‖∞ > σ.
If ‖ζλ#‖∞ < σ, consider the disjoint open sets V1 and V2 in R2 defined by

V1 :=
{
(λ, t) ∈ R2 : λ < λ# and t > σ

}
and V2 := V21 ∪V22 ∪V23 where

V21 :=
{
(λ, t) ∈ R2 : λ > λ# and t < cλ# + σ

}
,

V22 :=
{(

λ#, t
)
∈ R2 : t < σ

}
,

V23 :=
{
(λ, t) ∈ R2 : λ < λ# and t < σ

}
,

and let U1 and U2 be the two disjoint open sets in [0, ∞)× P defined, for i = 1, 2, by Ui :=
{(λ, ζ) ∈ [0, ∞)× P : (λ, ‖ζ‖∞) ∈ Vi}. Let (λ, ζ) ∈ CΣ0 . If λ > λ# then, by Lemma 4.11,
‖ζ‖∞ ≤ cλ# , and so (λ, ‖ζ‖∞) ∈ V21. Then (λ, ζ) ∈ U2. If λ = λ# then ζ = ζλ# , and so ‖ζ‖∞ =

‖ζλ#‖∞ < σ. Thus (λ, ‖ζ‖∞) ∈ V22, which implies (λ, ζ) ∈ U2. If λ < λ# then, by Lemma 4.7,
‖ζ‖∞ 6= σ. If ‖ζ‖∞ < σ then (λ, ‖ζ‖∞) ∈ V22, and so (λ, ζ) ∈ U2. If ‖ζ‖∞ > σ then (λ, ‖ζ‖∞) ∈
V1, which gives (λ, ζ) ∈ U1. Then CΣ0 ⊂ U1 ∪U2. Also, (0, 0) ∈ CΣ0 ∩U2, and so CΣ0 ∩U2

is nonempty. On the other hand, CΣ0 ∩U2 ⊂
{
(λ, ζ) : λ ∈

[
0, Λ#] and ‖ζ‖ < cλ# + σ

}
, which

is bounded in [0, ∞)× P. Since CΣ0 is unbounded and CΣ0 ⊂ U1 ∪U2, we conclude that also
CΣ0 ∩U1 is nonempty, contradicting that CΣ0 is a connected set.

When ‖ζλ#‖∞ > σ we consider the disjoint open sets Ṽ1 and Ṽ2 in R2 defined by Ṽ1 := V23

and Ṽ2 := V21 ∪ Ṽ22 ∪ Ṽ23, with V21 and V23 defined as above, and

Ṽ22 :=
{(

λ#, t
)
∈ R2 : σ < t < cλ# + σ

}
,

Ṽ23 :=
{
(λ, t) ∈ R2 : λ < λ# and t > σ

}
.

For i = 1, 2, let Ũi :=
{
(λ, ζ) ∈ [0, ∞) × P : (λ, ‖ζ‖∞) ∈ Ṽi

}
. Thus Ũ1 and Ũ2 are open

and disjoint sets in [0, ∞)× P. Let (λ, ζ) ∈ CΣ0 . If λ > λ# then, as before, (λ, ‖ζ‖∞) ∈ V21,
and so (λ, ζ) ∈ Ũ2. If λ = λ# then ζ = ζλ# , and so ‖ζ‖∞ > σ, also ‖ζ‖∞ ≤ cλ# , and thus
(λ, ‖ζ‖∞) ∈ Ṽ22, which implies (λ, ζ) ∈ Ũ2. If λ < λ# then, either ‖ζ‖∞ < σ, or ‖ζ‖∞ > σ. If
‖ζ‖∞ < σ then (λ, ‖ζ‖∞) ∈ V23, and so (λ, ζ) ∈ Ũ1. If ‖ζ‖∞ > σ then (λ, ‖ζ‖∞) ∈ Ṽ23 which
gives (λ, ζ) ∈ Ũ2. Then CΣ0 ⊂ Ũ1 ∪ Ũ2. Also, (0, 0) ∈ CΣ0 ∩ Ũ1, and so CΣ0 ∩ Ũ1 is nonempty.
On the other hand, CΣ0 ∩ Ũ1 is bounded in [0, ∞) × P, and then, since CΣ0 is unbounded,
CΣ0 ∩U2 is nonempty, contradicting that CΣ0 is connected.

The assertion that λ = 0 is a bifurcation point from ∞ for (1.1), follows from the fact that,
by Lemma 4.11, for any j ∈N, there exists

(
λj, ζ j

)
∈ Σ0 such that λj <

1
j and

∥∥ζ j
∥∥

∞ ≥ j.

Proof of Theorem 1.3. A direct inspection shows that, in each case, the corresponding function
f (λ, ·, s) satisfies the hypothesis of Theorems 1.1 and 1.2.
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