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Summary. We present new results on decomposing the transfer function t(z) of
a linear, asymptotically stable, discrete-time SISO system as a difference t(z) =
t1(z)− t2(z) of two positive linear systems. We extend the results of [4] to a class of
transfer functions t(z) with multiple poles. One of the appearing positive systems is
always 1-dimensional, while the other has dimension corresponding to the location
and order of the poles of t(z). Recently, in [10], a universal approach was found,
providing a decomposition for any asymptotically stable t(z). Our approach here
gives lower dimensions than [10] in certain cases but, unfortunately, at present it
can only be applied to a relatively small class of transfer functions, and it does not
yield a general algorithm.

1 Introduction

Assume we are given the transfer function

t(v) =
p1v

n−1 + ... + pn

vn + q1vn−1 + ... + qn

; pj, qj ∈ R for all 1 ≤ j ≤ n (1)

of a discrete time-invariant linear SISO system of McMillan degree n. As a
normalization we also assume, as in [4], that t(v) is asymptotically stable, i.e.
its poles lie in the open unit disk.

The original positive realization problem is to find, if possible, a triple A ∈
R

N×N , b, c ∈ R
N with nonnegative entries, such that t(v) = cT (vI − A)−1b

holds. The minimality problem is to find the minimal possible value of N .
(Clearly, N ≥ n.) The nonnegativity condition is a consequence of underlying
physical constraints in some applications such as the design of charge rout-
ing networks (CRN’s). Due to the nonnegativity constraint positive filters are
heavily restricted in their achieveable performance. However, as pointed out in
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the seminal paper [4], one can try to decompose an arbtitrary transfer function
as the difference of two positive systems and thus remove the performance lim-
itations and retain the advantages offered by CRN’s at the same time. There-
fore, we are interested in decopositions of the form t(v) = t1(v)− t2(v), where
t1(v) and t2(v) are transfer functions with positive realizations of dimension
N1 and N2. Preferably, one would like to have an a priori upper bound on
the numbers N1, N2, in terms of the location and order of the poles of t(v).
This problem, which we will refer to as the positive decomposition problem,
was solved in [4] for a wide range of transfer functions t(v). Indeed, under the
assumption that t(v) has exclusively simple (but possibly complex!) poles, it
was shown that one can take N2 = 1, and a good upper bound on the value
of N1 was presented (see Theorem 8 in [4]). In particular, the 1-dimensional
system was taken as t2(v) = R

v−w
, where R > 0 and 0 < w < 1 are appro-

priately chosen parameters. Then t1(v) = t(v) + t2(v) was shown to admit a
positive realization of some dimension N1 depending on the location and the
number of poles of t(v). The case of transfer functions with multiple poles was
left open (see the Concluding Remarks of [4]). A slight improvement on the
value of N1 was given in [8], where nonnegative simple poles with negative
residues were handled in a more efficient way. Later in [9], the open case of
nonnegative multiple poles was settled. Recently, in [10], a universal algorithm
was found, providing a solution to the positive decomposition problem for any
asymptotically stable transfer function t(v) (see Theorem 4 in [10]). In fact,
keeping t2(v) 1-dimensional, a unified, easy-to-compute method was given to
find a positive system t1(v), while keeping good control of the dimension N1.
In most cases, however, minimality of the dimension N1 could not be claimed
(nor was it claimed in [4]). In this paper we consider a special class of transfer
functions with complex multiple poles for which the dimension N1 given in
[10] can be improved. Our approach here, however, does not cover all transfer
functions. In fact, the class of transfer functions considered in this note is
quite narrow, so that we regard the main contribution here not as much in
the achieved results but rather in the essentially new ideas behind the con-
struction of Theorem 2 below. With further research in the future these ideas
may well lead to a general improvement of the algorithm of [10].

For the general theory and applications of positive linear systems we refer
the interested reader to [5]. Also, a thorough overview of recent results related
to the positive realization problem has been given in [2]. For direct applications
of the positive decomposition problem see [4] and [3].

2 Decomposition of transfer functions

As described in the Introdction, we are looking for positive systems t1(v) and
t2(v) such that t2(v) is 1-dimensional and the decomposition t(v) = t1(v) −
t2(v) holds. Thus, we take t2(v) = p

v−w
with some choice of 0 < p, 0 < w < 1,

and we are looking for a positive realization of the trasfer function t1(v), as



Positive decomposition of transfer functions with multiple poles 3

in [4]. Therefore, we are basically led back to the original positive realization
problem for t1(v). In the construction of a positive realization of t1(v) it is
customary to make use of the following well-known result from positive system
theory (for a proof see e.g. [1]). We also remark that this ’geometric’ lemma
is utilized in most constructions concerning positive realizations (see e.g. [1,
4, 10]).

Lemma 1. Let t(v) be a rational transfer function as in (1), and let (c, J, b) be
any minimal realization of t(v), i.e. t(v) = c(vI − J)−1b, and the dimensions
of the matrices (c, J, b) are 1×n, n×n, n× 1, respectively. Assume that there
exists a system invariant polyhedral cone P ⊂ R

n, i.e. a finitely generated
cone P ⊂ R

n such that b ∈ P, JP ⊂ P and c · p ≥ 0 for all p ∈ P. If the
number of extremal rays of P is N then there exists a positive realization of
t(z) of dimension N . �

We will first review here the results of [10] concerning the case of transfer
functions with negative real multiple poles. This case gives good indication as
to what dimension N1 we should expect for transfer functions with multiple
poles in general (see Remark 2 below). We will also see that here we can even
claim minimality of N1 in certain cases (see Remark 1 below). Besides interest
of its own, we will use this result in the proof of Theorem 2 below.

Theorem 1. Let h be a negative number such that |h| < 1. If the transfer
function t(v) with real coefficients has exclusively the pole h of order k, i.e.

t(v) =
k

∑

j=1

αj

(v − h)j
,

then there are positive numbers p and w such that |h| < w < 1, and the
function

t1(v) := t(v) +
p

v − w

has a nonnegative realization of dimension N1 ≤ 2k.

Proof. We only include the idea of the proof here (see [10] for details).
Consider a real Jordan minimal realization (c, A, b) of t(v) (where A is a

modified Jordan block, cf. [10]).
Let |h| < w < 1, and b0, c0 > 0 sufficiently large, and define p = b0c0,

t1(v) = t(v) + p

v−w
. Also, let I1 denote the 1 × 1 identity matrix. Then the

triple

[
(

c0 c
)

, wI1 ⊕ A,

(

b0

b

)

]

is a minimal Jordan ralization of t1(v).
Consider the following vectors uj ∈ R

k+1 (j = 1, 2, . . . , 2k), (where T

denotes transpose):
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u1 := (1, 1, 0, 0, . . . , 0)T , u2 := (1,−1, 0, 0, . . . , 0)T , u3 := (1, 0, 1, 0, . . . , 0)T ,
u4 := (1, 0,−1, 0, . . . , 0)T . . . . . . , u2k := (1, 0, 0, 0, . . . ,−1)T .
Consider now the polyhedral cone Ku generated by these vectors:

Ku := cone[u1, u2, . . . , u2k].

It can be shown that with a sufficiently large choice of b0, c0 the cone Ku

will be a system invariant cone with respect to [(c0, c), wI1 ⊕ A, (b0, b)
T ].

The number of the extreme rays of the polyhedral cone Ku is clearly 2k.
Therefore the application of Lemma 1 gives the desired result. �

Remark 1. We can claim minimality of the dimension N1 = 2k in certain
cases. Namely, assume that the location and the order of the negative pole of
t(v) satisfy the condition |h|k ≥ k−1. Then, any positive realization (c, A, b) of
the function t1(v) must be of dimension at least N1 ≥ 2k, due to the following
argument (in which we combine ideas from [1] and [7]). The dominant pole
of t1(z) is w, therefore we can assume without loss of generality that all
eigenvalues λ of A satisfy |λ| ≤ w (see Theorem 3.2 in [1]). Also, the trace
of A is clearly nonnegative. Combining these facts we get 0 ≤ TrA ≤ hk +
(N1 − k)w, which implies (N1 − k)w ≥ −hk ≥ k − 1, hence N1 ≥ 2k.

On the one hand, this argument shows that, in general, the appearence of
the pole order k as a factor in the dimension N1 should not be unexpected.
On the other hand, it also shows that an attempt to improve the result of
Theorem 1 must take into account the value hk in some way. �

Remark 2. The result of Theorem 1 also gives an indicaton as to what
dimension N1 to expect in the presence of complex multiple poles. In [4], in
the case of one pair of conjugate complex simple poles z and z̄, the dimension
of a positive realization of t1(v) was given as the smallest integer m such that
z lies in the interior of the regular polygon Pm with m edges inscribed in
the unit circle and having one vertex at 1 (see Proposition 7 in [4]). Then, in
the spirit of Theorem 1 above, one could expect that if z and z̄ are poles of
order k, then t1(v) admits a positive realization of dimension N1 = km with
m as above. However, the general method of [10] gives a slightly worse result
(cf. Theorem 1 in [10]), especially for poles located near the vertices of Pm,
i.e. close to the boundary of the unit disk. In fact, Theorem 1 in [10] gives

N1 ≤ 4k(Q + 1), where Q ≈ [ log
√

2
− log |z| ], where [.] denotes the integer part of a

number. �

Now we turn to transfer functions with complex multiple poles. We remark
that the unified algorithm given in Theorem 4 of [10] covers all such transfer
functons, too. However, the dimension N1 given in [10] is, in general, not
minimal, and can be improved in certain cases. We will treat such a case below.
Our approach here, however, concerns a special class of transfer functions
only, and it requires further research in the future to extend it to a universal
algorithm. The essentially new feature of the construction below is that it is
not based on the geometric Lemma 1, but rather on some simple algebraic
manipulations.
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Theorem 2. Assume that z = a + bi and z̄ = a − bi are located in the right
hand half of the interior of the square P4, i.e. a ≥ 0 and a + |b| < 1, and that
the transfer function t(v) is of the form

t(v) =
α

(v − z)k(v − z̄)k
α ∈ R.

Then there are positive numbers p and w such that |z| < w < 1, and the
function

t1(v) := t(v) +
p

v − w

has a nonnegative realization of dimension N1 ≤ 1 + 7k.

Proof. The proof is based on some simple algebraic manipulations.
Observation 1. If a ≥ 0 and t(v) has a positive realization (c, A, b), then

t(v − a) has a positive realization (c, A + aI, b) of the same dimension.
Observation 2. If t(v) has a positive realization of dimension N then vjt(vp)

(where 0 ≤ j ≤ p − 1) has a positive realization of dimension pN (for a
constructive proof see [6]).

Observation 3. Assume a transfer function t(v) has impulse response se-
quence (h1, h2, ...), i.e. t(v) =

∑∞
j=1 hjv

−j , and t(v) has a positive realization

(cT , A, b) of dimension N . Then the function t(2)(v) corresponding to the
sequence (0, h1, 2h2, 3h3, ...), i.e. t(2)(v) =

∑∞
j=1 jhjv

−j−1, has a positive real-

ization cT
2 := (cT , 0T ), A2 :=

(

A I
0 A

)

and b2 :=

(

0
b

)

of dimension 2N . More

generally, for any value m ≥ 1 the transfer function t(m)(v) corresponding to
the sequence (0, 0, ..., 0, h1,

(

m
m−1

)

h2,
(

m+1
m−1

)

h3,
(

m+2
m−1

)

h4, . . . ), where the num-
ber of the initial 0s is m − 1, has a positive realization of dimension mN as
cT
m := (cT , 0T , . . . , 0T ) and

bm :=











0
0
...
b











and Am :=













A I 0 . . . 0
0 A I . . . 0

. . . . . . . . . . . . . . .

. . . . . . . . . A I
0 0 0 . . . A













This is straightforward to check.
With these observations at hand we are ready to prove our Theorem. Write

t1(v) =

[

p

v − w
−

|α|

((v − a)2 − b2)k

]

+

[

α

((v − a)2 + b2)k
+

|α|

((z − a)2 − b2)k

]

=

=: f1(v) + f2(v),

where f1 and f2 denote the functions in the brackets.
Notice that f1(v) has real poles a+b and a−b, both of order k. Therefore,
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f1(v) =





p/2

v − w
+

k
∑

j=1

cj

(v − a − b)j



 +





p/2

v − w
+

k
∑

j=1

cj

(v − a + b)j



 =

g1(v) + g2(v).

Note also that at least one of the numbers a + b, a − b, say a + b, is
nonnegative. If we choose a + |b| < w < 1, and p sufficiently large, then
we can apply Corollary 1 of [9] in order to obtain a positive realization of
g1(v) of dimension k + 1 (notice that besides the dominant pole w, g1(v)
has only the nonnegative multiple pole a + b, therefore Corollary 1 of [9] can
indeed be applied). If, in addition, a − b is also nonnegative then the same
applies to g2(v), giving a positive ralization of g2(v) of dimension k + 1. In
the worse case of a − b being negative, Theorem 1 above can be applied to
obtain a positive realization of g2(v) of dimension 2k. Then we can consider
the parallel connection of the positive systems of g1(v) and g2(v) in order to
obtain a positive realization of f1(v) = g1(v) + g2(v). Therefore, in any case,
the function f1(v) admits a positive ralization of dimension not more than
3k + 1.

Now, we find a nonnegative realization of f2(v) in the following way. First,
we find a positive realization of dimension 2 of the function

h(v) =
α

v + b2
+

|α|

v − b2

(note that h(v) is a 2-dimensional system with nonegative impulse response,
and a simple construction for positive realization of such systems is included
e.g. in Lemma 3 of [7]). Then we use Observation 3 with m = k. A simple
calculation shows that (with notation as in Observation 3)

h(k)(v) =
α

(v + b2)k
+

|α|

(v − b2)k
.

Therefore the construction of Observation 3 yields a positive realization of
h(k)(v) of dimension 2k. Then we apply Observation 2 with j = 0, p = 2 in
order to obtain a positive realization of

h(k)(v2) =
α

(v2 + b2)k
+

|α|

(v2 − b2)k

of dimension 4k. Finally, we use Observation 1 to obtain a positive realization
of

f2(v) = h(k)((v − a)2) =
α

((v − a)2 + b2)k
+

|α|

((v − a)2 − b2)k
,

also in 4k dimensions.
The paprallel connection of the positive realizations of f1(v) and f2(v)

gives a positive realization of t1(v) of dimension 1 + 7k. �.
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Remark 3. At this moment, the obvious disadvatage of the method pre-
sented above is that it applies only to a small class of transfer functions t(v).
The location of the poles is restricted to the right hand half of P4, and also
t(v) must contain only one fraction term. However, there may be hope that
with a more effective use of Observatons 1, 2, 3 above (or, with the addition
of further observations) one can produce a general solution of the positive
decomposition problem, such as the one described in Theorem 4 of [10], but
maybe with a smaller dimension N1.

2.1 An example

As an illustration we give a specific example where Theorem 2 above gives a
better result than the general algorithm of [10]. Consider the transfer function

t(v) =
1

(v2 − 0.4v + 0.53)2
.

Then, t(v) has the poles z = 0.2 + 0.7i and z̄ = 0.2 − 0.7i, both of order 2.
Also, |z| ≈ 0.728, and we have Q = 1 in Theorem 1 of [10]. Therefore, the
construction of Theorem 1 of [10] gives a positive realization of

t1(v) =
p

v − w
+

1

(v2 − 0.4v + 0.53)2

of dimension 16 (with appropriately chosen parameters p, w), while Theorem
2 above gives a positive realization of dimension 15.

3 Conclusion

In this paper we considered decompositions t(v) = t1(v) − t2(v) of a trans-
fer function t(v) as a difference of two positive systems t1(v) and t2(v). We
keep t2(v) 1-dimensional while keeping good control of the dimension of t1(v).
Such decompositions are important due to the inherent positivity of certain
networks in applications, such as CRN’s. Recently, a unified and universal
solution to the positive decomposition problem for any transfer function t(v)
was provided in [10]. However, minimality of the dimension of the positive
realization of t1(v) is not claimed in [10], and in this note we considered a
class of transfer functions for which the dimension can be lowered. Our ap-
proach here contains essentially new ideas and is based on simple algebraic
observations. While the class of transfer functions considered in this note is
fairly narrow, there may be hope to extend the results to a general algorithm
in the future.
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