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Abstract

The aim of the paper is to present a new global optimization
method for determining all the optima of the Least Squares Method
(LSM) problem of pairwise comparison matrices. Such matrices are
used, e.g., in the Analytic Hierarchy Process (AHP). Unlike some other
distance minimizing methods, LSM is usually hard to solve because
of the corresponding nonlinear and non-convex objective function. It
is found that the optimization problem can be reduced to solve a sys-
tem of polynomial equations. Homotopy method is applied which is
an efficient technique for solving nonlinear systems. The paper ends
by two numerical example having multiple global and local minima.

1 Introduction

In Multi-Attribute Decision Making, one of the central questions is deter-
mining the weights of attributes (criteria) or the cardinal preferences of the
alternatives (actions). Usually, the decision makers may be requested to tell
neither the explicit weights of the criteria representing the importance, nor
the cardinal preferences of the alternatives, but they can make pairwise com-

parisons. Condorcet [11] and Borda [3] used pairwise comparisons in the
18th century, as well as Weber and Fechner [17] in experimental psychology
in the second half of the 19th century, then Thorndike [30] and Thurstone
[31] in the 1920’s.

The method of pairwise comparisons using ratio scale was developed
by Thomas L. Saaty [28]. Using the Analytic Hierarchy Process (AHP),
difficult decision problems can be broken into smaller parts by the hierarchi-
cal criterion-tree, one level of the tree can be handled by pairwise comparison
matrices.
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A pairwise comparison matrix A = [aij ]i,j=1..n is defined as

A =















1 a12 a13 . . . a1n

a21 1 a23 . . . a2n

a31 a32 1 . . . a3n

...
...

...
. . .

...
an1 an2 an3 . . . 1















∈ R
n×n
+ ,

where R
n×n
+ denotes the class of positive n × n matrices, and for any i, j =

1, . . . , n,

aij > 0, aij =
1

aji

.

The matrix element aij expresses the relative importance or preference
of i-th object compared to j-th object given by the decision maker (i, j =
1, 2, . . . , n). For example, the first object is a12 times more important/preferred
than the second one.

An A = [aij]i,j=1..n pairwise comparison matrix is called consistent, if it
satisfies the following properties for all indices i, j, k = 1, . . . , n:

aij =
1

aji

, aijajk = aik.

In practical decision problems, pairwise comparison matrices given by the
decision maker are not consistent. Based on the elements of the matrix, we
want to find a weight vector w = (w1, w2, . . . , wn)

T ∈ Rn
+ representing the

priorities of the objects where Rn
+ is the positive orthant. The Eigenvec-

tor Method [28] and some distance minimizing methods such as the Least
Squares Method [9, 24], Logarithmic Least Squares Method [14, 13, 12, 1],
Weighted Least Squares Method [9, 2], Chi Squares Method [24], Logarith-
mic Least Absolute Values Method [10, 23] and Singular Value Decomposi-
tion [21] are some of the tools for computing the priorities of the alternatives.

After some comparative analyses [8, 29, 12, 32], one of the most compre-
hensive review was done by Golany and Kress [22]. They compared some
scaling methods from the first 10-15 year history of pairwise comparison ma-
trices by seven criteria and concluded that every method has advantages and
weaknesses, none of them is prime.
Since LSM problem was not solved fully, comparisons to other methods are
restricted to a few specific examples.
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The aim of the paper is to present a new global optimization method
for solving the LSM problem for matrices up to the size 8 × 8 in order to
ground for further research of comparisons to other methods and examining
its real life application possibilities. It is shown that the first order neces-
sary conditions of optimality can be transformed to a system of multivariate
polynomials. Homotopy method is applied for finding all the solutions of
the polynomial system, from which all the local and global optima of the
objective function can be computed [6].

In the paper we study the Least Squares Method (LSM) which is a min-

imization problem of the Frobenius norm of (A − w
1

w

T
), where 1

w

T
denotes

the row vector ( 1

w1
, 1

w2
, . . . , 1

wn
).

Least Squares Method (LSM)

min
n
∑

i=1

n
∑

j=1

(

aij −
wi

wj

)2

s.t.

n
∑

i=1

wi = 1, (1)

wi > 0, i = 1, 2, . . . , n.

LSM is rather difficult to solve because the objective function is non-
linear and usually nonconvex, moreover, no unique solution exists [24, 25]
and the solutions are not easily computable. Newton’s method of successive
approximation can be applied [16], but a good initial point is required.

Sufficient conditions of convexity of the LSM objective function over the
feasible set are given and branch-and-bound method is applied for the gen-
eral case in [18].

The transformation of the first-order conditions of optimality into a mul-
tivariate polynomial system is described in Section 2. Properties of the poly-
nomial sytems from the LSM problem are characterized and three methods
for finding all the positive real solutions of them are given in Section 3. Nu-
merical examples of Section 4 are to illustrate the complexity of the LSM
problem as the dimension number increases. It is noted in Section 5 that
the methods in Section 2 and 3 may be generalized into the case of incom-
plete pairwise comparison matrices. Two examples of Section 6 show that
the number of solutions of the LSM problem may be equal to or even twice
as many as the dimension of the matrix. The paper ends by the conclusions
of Section 7.
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2 The LSM problem

Let A be an n × n matrix obtained from pairwise comparisons in the form

A =















1 a12 a13 . . . a1n

1/a12 1 a23 . . . a2n

1/a13 1/a23 1 . . . a3n

...
...

...
. . .

...
1/a1n 1/a2n 1/a3n . . . 1















.

The aim is to find a positive reciprocal consistent matrix X in the form

X =















1 w1/w2 w1/w3 . . . w1/wn

w2/w1 1 w2/w3 . . . w2/wn

w3/w1 w3/w2 1 . . . w3/wn

...
...

...
. . .

...
wn/w1 wn/w2 wn/w3 . . . 1















,

which minimizes the square of the Frobenius norm

‖ A− X ‖2

F =

n
∑

i=1

n
∑

j=1

(

aij −
wi

wj

)2

,

subject to

n
∑

i=1

wi = 1, (2)

w1, w2, . . . , wn > 0. (3)

New variables x1, x2, . . . , xn−1 are introduces as follows:

x1 =
w1

w2

, x2 =
w1

w3

, . . . , xi =
w1

wi+1

, . . . , xn−1 =
w1

wn

. (4)

The inverse formulas are computed from equations (2) and (4):

w1 =
1

1 +
n−1
∑

j=1

1

x
j

, wi =

1

x
i−1

1 +
n−1
∑

j=1

1

x
j

, i = 2, 3, . . . , n. (5)
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Based on formulas (4) matrix X can be written as

X =















1 x1 x2 . . . xn−1

1/x1 1 x2/x1 . . . xn−1/x1

1/x2 x1/x2 1 . . . xn−1/x2

...
...

...
. . .

...
1/xn−1 x1/xn−1 x2/xn−1 . . . 1















, (6)

and the LSM optimization problem (1) is reduced to

min f(x1, x2, . . . , xn−1)

s.t. x1, x2, . . . , xn−1 > 0,
(7)

where

f(x1, x2, . . . , xn−1) = ‖ A −X ‖2

F =

n
∑

j=2

[

(a1j − xj−1)
2 +

(

1

a1j

−
1

xj−1

)2
]

+

+
n−1
∑

i=2

n
∑

j=i+1

[

(

aij −
xj−1

xi−1

)2

+

(

1

aij

−
xi−1

xj−1

)2
]

.

(8)

The first summation in (7) comes from the first row and column of ma-
trices A and X while the second summation corresponds to the elements
of the right-down (n − 1) × (n − 1) submatrices. Since f is a continuously
differentiable function on the feasible region, the first order necessary condi-
tion of local optimality are as follows:

∂f

∂x1

=
∂f

∂x2

= · · · =
∂f

∂xn−1

= 0. (9)

The first-order partial derivatives of f are rational functions of x1, x2, . . . , xn−1

and can be transformed into multivariate polynomials. One can check by us-
ing Maple that the denominator of ∂f

∂xi
has the form

xi

n−1
∏

j=1

xj
2, i = 1, 2, . . . , n − 1, (10)

and all the nominators of ∂f

∂xi
-s (i = 1, 2, . . . , n − 1) contain a multiplier 2.

Let P1, P2, . . . , Pn−1 be defined as follows:

Pi(x1, x2, . . . , xn−1) =
1

2
xi

(

n−1
∏

j=1

xj
2

)

∂f

∂xi

, i = 1, 2, . . . , n − 1. (11)
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The common zeros of polynomials Pi, (i = 1, 2, . . . , n−1) are the solutions
of the following system:

P1(x1, x2, . . . , xn−1) = 0;

P2(x1, x2, . . . , xn−1) = 0;
... (12)

Pn−1(x1, x2, . . . , xn−1) = 0.

Since we are interested only in positive real (x1, x2, . . . , xn−1) solutions,
the systems (9) and (12) are equivalent in the sense that a positive real
(n − 1)-tuple (x1, x2, . . . , xn−1) is a solution of (9) if and only if it is a solu-
tion of (12). This result is summarized as follows.

Proposition. All the local and global optima of the LSM problem (1) can

be computed from the positive real solutions of polynomial system (12).

Example 1

Let B be a 4 × 4 pairwise comparison matrix as follows:

B =









1 2 5 9
1/2 1 3 8
1/5 1/3 1 4
1/9 1/8 1/4 1









.

The aim is to approximate matrix B by a consistent matrix X in the form

X =









1 x1 x2 x3

1/x1 1 x2/x1 x3/x1

1/x2 x1/x2 1 x3/x2

1/x3 x1/x3 x2/x3 1









.

The reduced LSM objective function (6)-(7) is as follows:

f(x1, x2, x3) = ||B − X||2F = (2 − x1)
2 +

(

1

2
−

1

x1

)2

+ (5 − x2)
2 +

(

1

5
−

1

x2

)2

+ (9 − x3)
2 +

(

1

9
−

1

x3

)2

+

(

3 −
x2

x1

)2

+

(

1

3
−

x1

x2

)2

+

(

8 −
x3

x1

)2

+

(

1

8
−

x1

x3

)2

+

(

4 −
x3

x2

)2

+

(

1

4
−

x2

x3

)2

.
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Multiplying the partial derivatives

∂f

∂x1

= −4 + 2x1 +
2
(

1

2
− 1

x1

)

x1
2

+
2
(

3 − x2

x1

)

x2

x1
2

+
2
(

8 − x3

x1

)

x3

x1
2

−
2
(

1

3
− x1

x2

)

x2

−
2
(

1

8
− x1

x3

)

x3

;

∂f

∂x2

= −10 + 2x2 −
2
(

3 − x2

x1

)

x1

+
2
(

1

5
− 1

x2

)

x2
2

+
2
(

1

3
− x1

x2

)

x1

x2
2

+
2
(

4 − x3

x2

)

x3

x2
2

−
2
(

1

4
− x2

x3

)

x3

;

∂f

∂x3

= −18 + 2x3 −
2
(

8 − x3

x1

)

x1

−
2
(

4 − x3

x2

)

x2

+
2
(

1

9
− 1

x3

)

x3
2

+
2
(

1

8
− x1

x3

)

x1

x3
2

+
2
(

1

4
− x2

x3

)

x2

x3
2

by x3
1x

2
2x

2
3, x2

1x
3
2x

2
3 and x2

1x
2
2x

3
3, respectively, one gets the polynomial sys-

tem of three equations and three variables:

P1 (x1, x2, x3) = − 2x1
3x2

2x3
2 + x1

4x2
2x3

2 +
1

2
x1x2

2x3
2 − x2

2x3
2 + 3x1x2

3x3
2 − x2

4x3
2+

8x1x2
2x3

3 − x2
2x3

4 −
1

3
x1

3x2x3
2 + x1

4x3
2 −

1

8
x1

3x2
2x3 + x1

4x2
2 = 0;

P2 (x1, x2, x3) = − 5x2
3x1

2x3
2 + x2

4x1
2x3

2 − 3x1x2
3x3

2 + x2
4x3

2 +
1

5
x2x1

2x3
2 − x1

2x3
2+

1

3
x1

3x2x3
2 − x1

4x3
2 + 4x2x1

2x3
3 − x1

2x3
4 −

1

4
x2

3x1
2x3 + x2

4x1
2 = 0

P3 (x1, x2, x3) = − 9x3
3x1

2x2
2 + x3

4x1
2x2

2 − 8x1x2
2x3

3 + x2
2x3

4 − 4x2x1
2x3

3 + x1
2x3

4+

1

9
x3x1

2x2
2 − x1

2x2
2 +

1

8
x1

3x2
2x3 − x1

4x2
2 +

1

4
x2

3x1
2x3 − x2

4x1
2 = 0.

Algorithms of solving polynomial systems such as the one above, as well
as a few properties regarding the degrees of the polynomials are presented in
the next section.

3 Polynomial systems

A few properties of the objective functions and the polynomial systems com-
puted from LSM-problem of pairwise comparison matrices are summarized
in this section.
The following definitions are used. The total/minimal degree of a multi-
variate polynomial can be gotten by adding the exponents of the variables
in every term, and taking the maximum/minimum. For example, the poly-
nomial x1x

2
2 + x4

1x
3
2 + x5

1x2 has total degree 7 and minimal degree 3.

By using the symbolic computations of Maple, one can find the properties
of the polynomial systems (12) as follows:
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Size of matrix
(n × n)

n =3 n =4 n =5 n =6 n =7 n =8 n =9 n =10

Number of terms
in the objective

function f

(n2 − n)

6 12 20 30 42 56 72 90

Number of terms
in Pi

i = 1, 2, . . . , n − 1
8 12 16 20 24 28 32 36

Degree(Pi, xj)
i = 1, 2, . . . , n − 1
j = 1, 2, . . . , n − 1

4 4 4 4 4 4 4 4

Total degree
of Pi

i = 1, 2, . . . , n − 1
6 8 10 12 14 16 18 20

Minimal degree
of Pi

i = 1, 2, . . . , n − 1
2 4 6 8 10 12 14 16

Table 1. Properties of polynomial systems, n = 3, 4, . . . , 10.

As Table 1 shows, the polynomial systems (12) have some properties of
symmetry. Deg(Pi, xj)=4 for any i = 1, 2, . . . , n − 1, j = 1, 2, . . . , n − 1
indices and for any size n. For a fixed size n, both the total and the minimal
degree of Pi and the number of terms in Pi are independent from i.

Polynomial systems are not easy to solve in general. The method based
on Gröbner bases [7] in Maple (Groebner Package) works for the 3 × 3 ma-
trices but runs out of memory as n > 3. A method based on resultants was
given for solving the LSM problem for 3 × 3 matrices [4], and another one
with Robert H. Lewis [5] based on generalized resultants for 4 × 4 matrices.

Homotopy continuation method is a general technique for solving non-
linear systems proposed by Drexler [15] Garcia, Zangwill [20]. Homotopy
method is based on that if two non-linear systems have the same the number
of roots, then the roots can be corresponded to each other and the path from
a root to another one is a continuous trajectory or homotopy. The homotopy
connects the nonlinear system to be solved with another system which is
already solved. In the paper, the code written by Tien-Yien Li and Tangan
Gao2 [27, 19] is used.

2The author is very grateful to Tangan Gao for his help in using the software hom4ps.

8



4 Numerical experiences

This section presents the solution of Example 1 in Section 1 followed by test
results based on pairwise comparison matrices of size 3 × 3, 4× 4, . . . , 8 × 8.

The polynomial system derived from Example 1 in Section 2 has 212
solutions, 16 of which are real and there exist only one positive solution:

x⋆
1 = 1.23095456;

x⋆
2 = 3.88538906;

x⋆
3 = 9.57889668.

Consequently, x⋆
1, x

⋆
2, x

⋆
3 is the only stationary point of reduced LSM ob-

jective function of Example 1. The Hessian matrix of f is positive definite in
(x⋆

1, x
⋆
2, x

⋆
3), and from formulas (5), the optimal solution of the LSM problem

is

wLSM
1 = 0.460;

wLSM
2 = 0.374;

wLSM
3 = 0.118;

wLSM
4 = 0.048.

It is observed that the complexity of the LSM problem arises quickly as
the dimension of the matrix increases: both the number of solutions of the
polynomial systems and the CPU time grows exponentially. Table 2 presents
some technical information about the solutions of polynomial systems from
pairwise comparison matrices of sizes 3× 3, . . . , 8× 8. A processor of 1GHz
with 1Gbyte memory is used3.

3The author thanks the National Information Infrastructure Development Program
(NIIF) for the Supercomputer Service.
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Size of matrix
(n × n)

n =3 n =4 n =5 n =6 n =7 n =8

CPU time 0.05 sec 0.5 sec 20 sec 14 min 10 hours 3 days

Number of
common 24 224 1640 O(104) O(105) O(106)

roots
Number of

real common 4–10 8–18 16–46 32–76 64–92 128–160
roots

Number of
positive real 1–7 1–11 1–31 1–15 1–28 1–21
common roots
Number of

local 0–1 0–3 0–5 0–5 0–7 0–7
minima

Number of
global 1–3 1–4 1–5 1–6 1–7 1–8
minima
Total

number of 1–4 1–4 1–10 1–6 1–14 1–8
minima

Table 2. Solutions of polynomial systems, n = 3, 4, . . . , 8.

Data in Table 2 come from the experiences with some thousands of mat-
rices, some entries might be improved by analyzing more matrices and by
finding specific examples.

10



5 LSM problem for incomplete pairwise com-

parison matrices

If a decision maker has n objects to compare, he/she needs to fill in n(n−1)/2
elements of the upper triangular submatrix of the n×n pairwise comparison
matrix. This number quickly increases by n, e.g., for n = 10 the decision
maker is requested to make 45 comparisons.

The Least Squares approximation of a pairwise comparison matrix has
the advantage that it can be used in cases of missing elements, too. If the
value in the (i, j)-th position of the matrix is unknown, we simply skip the

corresponding term
(

aij −
wi

wj

)2

from the objective function (1) or the term
(

aij −
xj−1

xi−1

)2

in (8).

In the case of incomplete pairwise comparison matrices, the LSM problem
is as follows:

min

n
∑

i, j = 1

aij is known

(

aij −
wi

wj

)2

s.t.

n
∑

i=1

wi = 1, (1’)

wi > 0, i = 1, 2, . . . , n.

Steps (4)-(8) may be applied also in the incomplete case with the mod-
ification that only the pairs of indices (i, j) are considered in summation in
(8) for which the values of aij are known. Based on symbolic computations
of Maple, the denominator of ∂f

∂xi
is

x3

i ·

n−1
∏

j = 1

j 6= i

aij is known

xj
2, i = 1, 2, . . . , n − 1 (9’)

and, similarly to the complete case, all the nominators of ∂f

∂xi
-s (i = 1, 2, . . . , n − 1)

contain a multiplier 2. Consequently, the modification of step (10) is as fol-
lows:

Pi(x1, x2, . . . , xn−1) =
1

2

∂f

∂xi

x3

i

n−1
∏

j = 1

j 6= i

aij is known

xj
2 (10’)
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Example 2

Let us C be a 4×4 incomplete pairwise comparison matrix similar to matrix
B in Example 1 but two elements and their reciprocals are omitted:

C =









1 2 9
1/2 1 3

1/3 1 4
1/9 1/4 1









.

f (x1, x2, x3) = ||C − X||2F = (2 − x1)
2 +

(

1

2
−

1

x1

)2

+ (9 − x3)
2 +

(

1

9
−

1

x3

)2

+

(

3 −
x2

x1

)2

+

(

1

3
−

x1

x2

)2

+

(

4 −
x3

x2

)2

+

(

1

4
−

x2

x3

)2

.

Partial derivatives of f can be written as

∂f

∂x1

= −4 + 2x1 +
2
(

1

2
− 1

x1

)

x1
2

+
2
(

3 − x2

x1

)

x2

x1
2

−
2
(

1

3
− x1

x2

)

x2

;

∂f

∂x2

= −
2
(

3 − x2

x1

)

x1

+
2
(

1

3
− x1

x2

)

x1

x2
2

+
2
(

4 − x3

x2

)

x3

x2
2

−
2
(

1

4
− x2

x3

)

x3

;

∂f

∂x3

= −18 + 2x3 −
2
(

4 − x3

x2

)

x2

+
2
(

1

9
− 1

x3

)

x3
2

+
2
(

1

4
− x2

x3

)

x2

x32
.

After multiplication of the partial derivatives by x3
1x

2
2, x

2
1x

3
2x

2
3 and x2

2x
3
3

respectively (note that the multipliers are different from Example 1’s), the
polynomial system is

P1(x1, x2, x3) = − 2x1
3x2

2 + x1
4x2

2 +
1

2
x1x2

2 − x2
2 + 3x1x2

3 − x2
4 −

1

3
x1

3x2 + x1
4;

P2(x1, x2, x3) = − 3x2
3x1x3

2 + x2
4x3

2 +
1

3
x2x1

3x3
2 − x1

4x3
2 + 4x2x1

2x3
3 − x1

2x3
4

−
1

4
x2

3x1
2x3 + x2

4x1
2;

P3(x1, x2, x3) = − 9x3
3x2

2 + x3
4x2

2 − 4x3
3x2 + x3

4 +
1

9
x3x2

2 − x2
2 +

1

4
x3x2

3 − x2
4.

The polynomial system above has 128 solutions, 8 of which are real and
one of them is positive:

x⋆
1 = 1.04817478;

x⋆
2 = 2.53971708;

x⋆
3 = 9.1562478.
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Since the Hessian of f is positive definite in (x⋆
1, x

⋆
2, x

⋆
3), the optimal so-

lution of the LSM problem is computed from formulas (5):

wLSM
1 = 0.407;

wLSM
2 = 0.388;

wLSM
3 = 0.160;

wLSM
4 = 0.044.

The symmetrical properties regarding the number of terms and degrees
of polynomial systems listed in Table 1 do not hold in the incomplete case.
However, numerical experience show that homotopy method for finding the
roots of the polynomial system works as well as in the case of complete ma-
trices.

What is the optimal number of pairwise comparisons if it is less than
n(n − 1)/2? It is an open question and the author’s opinion is that the
answer should be based on both theoretical reasoning and empirical studies
from real life decision problems.

6 Global and local optima

In this section, two numerical examples having multiple solutions are pre-
sented. Both matrices have high inconsistency and it would be hard to find
a real decision situation in which these matrices might be considered accept-
able. At the same time, both have as many global optima as the dimension
of the matrices, moreover, the second example has the same number of local
optima, too. As it is shown, global and local optimum values may be very
close to each other, which indicates the complexity of the optimization prob-
lem.
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Example 3

Let D be a 7 × 7 matrix as follows:

D =





















1 8 1 1 1 1 1/8
1/8 1 8 1 1 1 1
1 1/8 1 8 1 1 1
1 1 1/8 1 8 1 1
1 1 1 1/8 1 8 1
1 1 1 1 1/8 1 8
8 1 1 1 1 1/8 1





















.

There exist 7 global minimum places and the solutions have a cyclic sym-
metry of the weights:

w
LSM1 = (0.18757, 0.08962, 0.22590, 0.07721, 0.19463, 0.09299, 0.13207),

w
LSM2 = (0.08962, 0.22590, 0.07721, 0.19463, 0.09299, 0.13207, 0.18757),

w
LSM3 = (0.22590, 0.07721, 0.19463, 0.09299, 0.13207, 0.18757, 0.08962),

w
LSM4 = (0.07721, 0.19463, 0.09299, 0.13207, 0.18757, 0.08962, 0.22590),

w
LSM5 = (0.19463, 0.09299, 0.13207, 0.18757, 0.08962, 0.22590, 0.07721),

w
LSM6 = (0.09299, 0.13207, 0.18757, 0.08962, 0.22590, 0.07721, 0.19463),

w
LSM7 = (0.13207, 0.18757, 0.08962, 0.22590, 0.07721, 0.19463, 0.09299),

f(wLSMi) = 342.721256 for i = 1, 2, . . . , 7.

The existence of multiple cyclic symmetric solutions is due to the cyclic
symmetry of A and the 7 solutions result in 7 different ranks. In the next ex-
ample, the number of minima is twice as many as the dimension of the matrix.

Example 4

Let E be a 5 × 5 matrix as follows:

E =













1 6 1 1 1/6
1/6 1 6 1 1
1 1/6 1 6 1
1 1 1/6 1 6
6 1 1 1/6 1













.

There exist 5 global and 5 local minimum places and both groups of the
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solutions have a cyclic symmetry:

w
LSM1 = (0.28115, 0.12140, 0.28693, 0.12389, 0.18663),

w
LSM2 = (0.12140, 0.28693, 0.12389, 0.18663, 0.28115),

w
LSM3 = (0.28693, 0.12389, 0.18663, 0.28115, 0.12140),

w
LSM4 = (0.12389, 0.18663, 0.28115, 0.12140, 0.28693),

w
LSM5 = (0.18663, 0.28115, 0.12140, 0.28693, 0.12389),

f(wLSMi) = 126.50024 for i = 1, 2, . . . , 5,

w
LSM6 = (0.10697, 0.21811, 0.18711, 0.16052, 0.32730),

w
LSM7 = (0.21811, 0.18711, 0.16052, 0.32730, 0.10697),

w
LSM8 = (0.18711, 0.16052, 0.32730, 0.10697, 0.21811),

w
LSM9 = (0.16052, 0.32730, 0.10697, 0.21811, 0.18711),

w
LSM10 = (0.32730, 0.10697, 0.21811, 0.18711, 0.16052),

f(wLSMi) = 126.50148 for i = 6, 7, . . . , 10.

Note that the difference between the global and the local optimum values
is very small (0.00124), however, the global and the local minimum places
are not close to each other at all. The 5 global and 5 local minima result in
10 different ranks. Finding the reasons of having multiple global and local
optima simultaneously, may be one of the interesting questions of future re-
search.

Matrices D and E have been created based on the idea of Jensen ([24],
section 8. Degeneracy and Nonuniqueness of LSM Scalings) regarding 3 × 3
pairwise comparison matrices. 3×3 submatrices of pairwise comparison ma-
trices of arbitrary size, which are, themselves, pairwise comparison matrices
were analyzed in details by Kéri [26].

7 Conclusion

A new global optimization method for solving the LSM problem for pairwise
comparison matrices is given in the paper. The LSM optimization problem
is transformed to a polynomial system which can be solved by resultant
method, generalized resultant method using the computer algebra system
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Fermat implemented by Robert H. Lewis, or homotopy method, implemented
by Tangan Gao and Tien-Yien Li. Present CPU and memory capacity allow
us to solve the LSM problem up to 8×8 matrices. One of the advantages of
LSM weighting method is that it can be used even if the pairwise comparison
matrix is not completely filled in. The solution of LSM problem is not
unique in general. Numerical examples show that the number of solutions of
the LSM problem may be equal to or even twice as many as the dimension
of the matrix.
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