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Abstract

For irrational α, {nα} is uniformly distributed mod 1 in the Weyl sense, and the
asymptotic behavior of its discrepancy is completely known. In contrast, very few
precise results exist for the discrepancy of subsequences {nkα}, with the exception
of metric results for exponentially growing (nk). It is therefore natural to consider
random (nk), and in this paper we give nearly optimal bounds for the discrepancy of
{nkα} in the case when the gaps nk+1−nk are independent, identically distributed,
integer valued random variables. As we will see, the discrepancy behavior is deter-
mined by a delicate interplay between the distribution of the gaps nk+1 − nk and
the rational approximation properties of α. We also point out an interesting critical
phenomenon, i.e. a sudden change of the order of magnitude of the discrepancy of
{nkα} as the Diophantine type of α passes through a certain critical value.

1 Introduction

An infinite sequence (xk) of real numbers is called uniformly distributed mod 1 if
for every pair a, b of real numbers with 0 ≤ a < b ≤ 1 we have

lim
N→∞

1

N

N∑
k=1

I[a,b)({xk}) = b− a.

Here {·} denotes fractional part, and I[a,b) is the indicator function of the interval
[a, b). By Weyl’s criterion [21], a sequence (xk) is uniformly distributed mod 1 if
and only if

lim
N→∞

1

N

N∑
k=1

e2πihxk = 0

for all integers h ̸= 0. In particular, the sequence {nα} is uniformly distributed mod
1 for any irrational α. It also follows that {nkα} is uniformly distributed mod 1 for
all irrational α for nk = kb logc k (0 < b < 1, c ∈ R), nk = logc k (c > 1), nk = P (k),
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where P is a nonconstant polynomial with integer coefficients. See Kuipers and
Niederreiter [13] for further examples.

A natural measure of the mod 1 uniformity of an infinite sequence (xk) is the
discrepancy defined by

DN (xk) := sup
0≤a<b≤1

∣∣∣∣∣ 1N
N∑
k=1

I[a,b)({xk})− (b− a)

∣∣∣∣∣ (N = 1, 2, . . .).

By Diophantine approximation theory, the order of magnitude of the discrepancy
DN ({nα}) is closely connected with the rational approximation properties of α. By
a standard definition (see e.g. [13]), the type γ of an irrational number α is the
supremum of all c such that

lim inf
q→∞

qc∥qα∥ = 0,

where ∥t∥ denotes the distance of a real number t from the nearest integer. Then
γ ≥ 1 for all irrational α and by classical results (see e.g. [13], Chapter 3, Theorems
3.2 and 3.3) if α has finite type γ, then

DN ({nα}) = O(N−1/γ+ε), DN ({nα}) = Ω(N−1/γ−ε) (1.1)

for any ε > 0. However, the type is a rather crude measure of rational approxima-
tion and a more precise characterization can be obtained by using a nondecreasing
positive function ψ such that

0 < lim inf
q→∞

ψ(q)∥qα∥ <∞. (1.2)

Note that e.g. ψ(q) = max1≤k≤q 1/ ∥kα∥ satisfies (1.2), however ψ is not uniquely
determined by α. For the sake of simplicity, in this paper we will focus on the case
when (1.2) is satisfied with ψ(q) = qγ for some γ ≥ 1. We shall say in this case
that α has strong type γ. As a minor change of the proof of (1.1) shows, in this case
(1.1) can be improved to

DN ({nα}) = O(N−1/γ), DN ({nα}) = Ω(N−1/γ)

for γ > 1 and

DN ({nα}) = O

(
logN

N

)
for γ = 1. In view of Schmidt’s theorem (see e.g. [13], p. 109), the last bound is
also optimal. Note that for any irrational α (1.2) does not hold with any function
ψ(q) = o(q), and that it holds with ψ(q) = q if and only if the partial quotients ak
in the continued fraction of α remain bounded. Such irrational numbers are called
“badly approximable”.

In contrast to the precise results for DN ({nα}) above, much less is known about
DN ({nkα}) for general (nk). By a result of Philipp [15], if (nk) is a sequence of
positive reals with

nk+1/nk ≥ q > 1, (k = 1, 2, . . .)

then DN ({nkα}) satisfies the law of the iterated logarithm, i.e.

0 < lim sup
N→∞

√
N

log logN
DN ({nkα}) <∞ (1.3)
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for almost all α in the sense of the Lebesgue measure. For general (nk) growing
more slowly, even sharp metric results are not available. R. Baker [2] proved that if
(nk) is an increasing sequence of positive integers, then for any ε > 0

DN ({nkα}) = O
(
N−1/2(logN)3/2+ε

)
(1.4)

holds for almost all α, but it is not known whether the exponent 3/2 can be im-
proved. In the case when nk is a polynomial with integer coefficients in k of de-
gree at least 2, Aistleitner and Larcher [1] proved the lower bound DN ({nkα}) =
Ω
(
N−1/2−ε

)
, valid for any ε > 0 and almost every α. However, all these are metric

results and do not give information on DN ({nkα}) for any specific irrational α.
Thus it is natural to consider random sequences (nk), and in this paper we

consider the case when the gaps nk+1 − nk are independent, identically distributed
(i.i.d.) random variables. That is, we are dealing with the discrepancy DN ({Skα}),
where Sk =

∑k
j=1Xj with i.i.d. random variables X1, X2, . . ., i.e. Sk is a random

walk. In a recent paper [3] the authors proved the law of the iterated logarithm

0 < lim sup
N→∞

∣∣∣∑N
k=1 e

2πiSkα
∣∣∣

√
N log logN

<∞ a.s.

whenever exp(2πiX1α) is non-degenerate (i.e. it does not equal a constant with
probability 1). Note that a.s. (almost surely) means that the given event has prob-
ability 1 in the space of the random walk Sk. From Koksma’s inequality ([13],
Chapter 2, Corollary 5.1) we thus obtain the following general lower estimate.

Proposition 1.1. Let X1, X2, . . . be i.i.d. random variables, let Sk =
∑k

j=1Xj and
α ∈ R. If exp(2πiX1α) is non-degenerate, then

DN ({Skα}) = Ω

(√
log logN

N

)
a.s.

The sharpness of Proposition 1.1 follows from a result of Schatte [18], who proved
that if

sup
0≤x≤1

|P({Skα} < x)− x| = O(k−5/2) (1.5)

then for all α ̸= 0 we have

0 < lim sup
N→∞

√
N

log logN
DN ({Skα}) <∞ a.s. (1.6)

Condition (1.5) is satisfied if the distribution ofX1 is absolutely continuous, in which
case the convergence speed in (1.5) is exponential. Berkes and Raseta [5] showed that
in the absolutely continuous case the LIL (1.6) holds also for the Lp discrepancy
of {Skα}, 1 ≤ p < ∞ and for other functionals of the path {Skα}, 1 ≤ k ≤ N .
Improving results of Schatte [17] and Su [19], in [4] we gave optimal bounds for the
quantity on the left hand side of (1.5) in the case when X1 is an integer valued
random variable having a finite variance or having heavy tails, i.e. satisfying

P (|X1| > t) ∼ ct−β as t→ ∞ (1.7)
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for some c > 0, 0 < β < 2. These results imply that the LIL (1.6) holds also if α
has strong type γ and X1 is an integer valued random variable satisfying (1.7) with
β < 2/(5γ) (see the last paragraph of Subsection 2.1). In this case Sn grows, in a
stochastic sense, with the polynomial speed n1/β and this result can be considered
as the stochastic analogue of Philipp’s lacunary result (1.3). On the other hand, the
results of [4] also show that (1.5) cannot hold if X1 has a finite variance, in which
case Sn grows at most linearly. In this case the problem of asymptotic behavior of
DN ({Skα}) becomes considerably harder and will be studied in the present paper.

Upper bounds for DN ({Skα}) for general random walks in terms of the growth
rate of the sums

H∑
h=1

1

h|1− φ(2πhα)|
and

H∑
h=1

1

h|1− φ(2πhα)|1/2

were given inWeber [20] and Berkes andWeber [7]. Here φ denotes the characteristic
function of X1. In particular, in [20] it is shown that if X1 is integer valued, Sk/k

1/β

converges in distribution to a stable law with parameter 0 < β < 1 and α satisfies
∥qα∥ ≥ Cq−γ for every q ∈ N with some γ > 1 and C > 0, then

DN ({Skα}) = O
(
N−1/(1+γ) log2+εN

)
a.s. (1.8)

for any ε > 0. The same upper bound holds if instead of the distributional con-
vergence of Sk/k

1/β we assume EX1 ̸= 0 and E|X1| < ∞. For nearly optimal
improvements of this estimate, see Propositions 1.2 and 2.1 below.

The main focus of this paper is to study the discrepancy of {Skα} in the case
when X1 is an integer valued random variable, and α is irrational. The most inter-
esting case is X1 > 0, when {Skα} is in fact a random subsequence of {nα}, but in
general we will allow X1 to take negative integers as well. Before we formulate our
general results, we discuss here the simple special case when X1 takes the values 1
and 2 with probability 1/2-1/2. The corresponding sequence {Skα} is arguably the
simplest random subsequence of {nα}.

Proposition 1.2. Let X1, X2, . . . be i.i.d. random variables such that P(X1 = 1) =
P(X1 = 2) = 1/2, let Sk =

∑k
j=1Xj, and let α ∈ R be irrational.

(i) If ∥qα∥ ≥ Cq−2 for every q ∈ N with some constant C > 0, then DN =
DN ({Skα}) satisfies

DN = O

(√
log logN

N
logN

)
, DN = Ω

(√
log logN

N

)
a.s.

(ii) If 0 < lim infq→∞ qγ ∥qα∥ < ∞ with some γ > 2, then DN = DN ({Skα})
satisfies

DN = O

((
log logN

N

)1/γ
)
, DN = Ω

(
1

N1/γ

)
a.s.

For an irrational α with strong type γ, the estimates in (i) hold if 1 ≤ γ ≤ 2,
while those in (ii) hold if γ > 2. Thus the behavior of DN ({Skα}) changes at the
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critical value γ = 2. It would not be difficult to generalize (ii) for an irrational α
satisfying (1.2) with an arbitrary ψ(q) increasing faster than q2. In this case the
estimates for DN ({Skα}) would be given in terms of the inverse function ψ−1.

The estimates in (i) apply to every algebraic irrational α, as well as to almost
every α in the sense of the Lebesgue measure. Indeed, a celebrated theorem of
Roth [16] states that any algebraic irrational α satisfies ∥qα∥ ≥ Cq−(1+ε) with some
constant C = C(α, ε) > 0, where ε > 0 is arbitrary. Furthermore, according to the
Jarńık–Besicovitch theorem [8] the set of all α ∈ R for which lim infq→∞ qγ ∥qα∥ <
∞ has Hausdorff dimension 1/γ. Thus except for a set of Hausdorff dimension 1/2
(and hence Lebesgue measure 0), every α ∈ R satisfies the Diophantine condition
in (i).

Note that the exponent 1 of the log in the upper estimate in (i) is smaller than
the exponent 3/2 in Baker’s estimate (1.4), and thus random sequences give a better
discrepancy bound.

2 Results

2.1 Heavy-tailed distributions

Suppose that the random variable X1 has a “heavy-tailed” distribution, i.e. EX2
1 =

∞. For the sake of simplicity, we only formulate a result for random variables whose
tail distribution is a power function.

Proposition 2.1. Let X1, X2, . . . be integer valued i.i.d. random variables such that
P(|X1| ≥ x) ∼ cx−β as x → ∞ with some constants 0 < β < 2 and c > 0, and
assume that

lim
x→∞

P(X1 > x)

P(|X1| > x)

exists. In the case 1 < β < 2 suppose, moreover, that EX1 = 0. Let Sk =
∑k

j=1Xj,
and let α ∈ R be irrational.

(i) If ∥qα∥ ≥ Cq−2/β for every q ∈ N with some constant C > 0, then DN =
DN ({Skα}) satisfies

DN = O

(√
log logN

N
logN

)
, DN = Ω

(√
log logN

N

)
a.s.

(ii) If 0 < lim infq→∞ qγ ∥qα∥ < ∞ with some γ > 2/β, then DN = DN ({Skα})
satisfies

DN = O

((
log logN

N

)1/(βγ)
)
, DN = Ω

(
1

N1/(βγ)

)
a.s.

Here we have a similar dichotomy as in Proposition 1.2, the critical value of γ
being 2/β. Again, it would not be difficult to generalize (ii) for an irrational α
satisfying (1.2) with an arbitrary ψ(q) increasing faster than q2/β. Similarly, we
could derive estimates for random variables with tail distribution P(|X1| ≥ x) ∼
ϕ(x), where ϕ(x) is not necessarily a power function. In this more general situation
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the critical order of magnitude of ψ(q), where the behavior of DN changes, would
not necessarily be a power function.

Note that the estimates in (i) apply to every algebraic irrational α, as well as to
almost every α in the sense of the Lebesgue measure.

Proposition 2.1 e.g. applies to the positive integer valued random variable X1

with P(X1 = n) = cβ/n
1+β, n = 1, 2, . . . , where 0 < β ≤ 1. This way we obtain

a random subsequence Skα of nα increasing roughly at the polynomial speed k1/β .
More precisely, Sk = O

(
k1/β+ε

)
a.s. holds for any ε > 0 but not for ε = 0 (see e.g.

[14], Theorem 6.9).
In conclusion we note that Schatte’s LIL under (1.5) and Theorem 1.4 of our

previous paper [4] imply that if in statement (i) of Proposition 2.1 we replace the
assumption ∥qα∥ ≥ Cq−2/β by ∥qα∥ ≥ Cq−2/(5β)+ε with some ε > 0, then, under
mild additional technical assumptions on the distribution of X1, in the conclusion

DN = O

(√
log logN

N
logN

)
a.s.

the factor logN can be dropped, resulting in a sharp LIL bound. Whether this is
true under the original assumption remains open.

2.2 The case EX2
1 < ∞, EX1 = 0

The previous result deals with the case EX2
1 = ∞, and covers the typical case when

the tails of X1 decrease with speed x−β, 0 < β < 2. Next, we consider the case
EX2

1 < ∞. As we will see, the results are substantially different according as EX1

equals 0 or not, and we start with the easier case EX1 = 0.

Proposition 2.2. Let X1, X2, . . . be integer valued i.i.d. random variables such that
EX1 = 0 and EX2

1 <∞, let Sk =
∑k

j=1Xj, and let α ∈ R be irrational.

(i) If ∥qα∥ ≥ Cq−1 for every q ∈ N with some constant C > 0, then DN =
DN ({Skα}) satisfies

DN = O

(√
log logN

N
log2N

)
, DN = Ω

(√
log logN

N

)
a.s.

(ii) If 0 < lim infq→∞ qγ ∥qα∥ < ∞ with some γ > 1, then DN = DN ({Skα})
satisfies

DN = O

((
log logN

N

)1/(2γ)
)
, DN = Ω

(
1

N1/(2γ)

)
a.s.

The dichotomy is less pronounced here than in the previous propositions. For-
mally, the critical value is now γ = 1. Thus (i) only applies to badly approximable
irrationals, but not to almost every α.

Note that the factor log2N in the upper estimate in (i) is greater than the fac-
tor (logN)3/2+ε in Baker’s bound (1.4). However, Baker’s bound does not apply
to {Skα}, since EX1 = 0 implies that Sk cannot be an increasing sequence. Addi-
tionally, the set of all badly approximable α is of measure 0, and Baker’s estimate
provides no information on what happens in such sets. As more than one result in
our paper shows, discrepancy estimates in zero sets can be much worse than the
“typical” behavior.
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2.3 The case EX2
1 < ∞, EX1 ̸= 0

Finally, let us consider the case EX2
1 < ∞, EX1 ̸= 0. The relation EX1 ̸= 0 holds

in particular if X1 > 0, when the sequence Sk is increasing with probability 1, a
natural situation since in this case {Skα} is a random subsequence of {nα}. As
we will see, this case is considerably more involved than the previous ones, and
we can prove almost tight estimates for the discrepancy only for certain special
distributions, such as Proposition 1.2 in Section 1.

In Section 3.2 we will see further examples for which Proposition 1.2 holds. For
example, we will see that this is the case if P(X1 = a) = P(X1 = b) = 1/2 for some
a, b ∈ Z, a ̸≡ b (mod 2), and also if E|X1| < 2P(X1 = 1). However, we do not have
a complete characterization of distributions for which the estimates in Proposition
1.2 are valid. In the (admittedly most interesting) case EX2

1 <∞, EX1 ̸= 0, for an
irrational α of strong type γ > 1 in general we only know that DN ({Skα}) is, up
to logarithmic factors, at most N−1/(γ+1) because of (1.8), and at least N−τ with
τ = min{1/2, 1/γ} because of Proposition 1.1 and Lemma 6.1 below. Thus there is
a gap between the exponents of N in the upper and lower estimates, and the precise
exponent remains open.

2.4 Main theorem

As we have seen, the order of magnitude of the discrepancy DN ({Skα}) depends
sensitively on the distribution of X1 and the Diophantine properties of α. Theorem
2.3 below, which is the main result of our paper, provides criteria in terms of the
characteristic function φ of X1. As we will see, these criteria cover all mentioned
classes and actually more.

Theorem 2.3. Let X1, X2, . . . be i.i.d. random variables with characteristic function
φ, and let Sk =

∑k
j=1Xj. Let α ∈ R be irrational such that ∥qα∥ ≥ Cq−γ for every

q ∈ N with some constants γ ≥ 1 and C > 0.

(i) Suppose there exist real numbers 0 < β ≤ 2, c > 0 and an integer d > 0 such
that for any x ∈ R

1− |φ(2πx)| ≥ c∥dx∥β. (2.1)

Then, with s = 1 if 0 < β < 2, and s = 2 if β = 2

DN ({Skα}) =


O

(√
log logN

N logsN

)
a.s. if 1 ≤ γ ≤ 2

β ,

O

((
log logN

N

)1/(βγ))
a.s. if γ > 2

β .
(2.2)

(ii) Suppose there exist a real number c > 0 and an integer d > 0 such that for
any x, y ∈ R

|φ(2πx)− φ(2πy)| ≥ c∥d(x− y)∥. (2.3)

Then

DN ({Skα}) =


O

(√
log logN

N logN

)
a.s. if 1 ≤ γ ≤ 2,

O

((
log logN

N

)1/γ)
a.s. if γ > 2.

(2.4)
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Conditions (2.1) and (2.3) are not standard in probability theory, therefore we offer
some insight into their behavior in Section 3.2. As we will see in Proposition 3.2
(i), Theorem 2.3 (i) with β = 2 applies to any non-degenerate integer valued X1,
making it our most general upper estimate.

Although we did not assume in Theorem 2.3 thatX1 is integer valued, and indeed
there exist non-integer valued distributions satisfying (2.1) or (2.3), the estimates,
while valid, might be far from optimal in the non-integral case. Note that the upper
bounds in Proposition 1.2 will follow from Theorem 2.3 (ii); the upper bounds in
Proposition 2.1 will be a corollary of Theorem 2.3 (i) with 0 < β < 2; finally,
the upper bounds in Proposition 2.2 will be deduced from Theorem 2.3 (i) with
β = 2. The lower bounds in Propositions 1.2, 2.1 and 2.2 are either a special case
of Proposition 1.1, or follow from a simple argument based on the growth rate of
Sk, see Lemmas 6.1 and 6.2 below.

Our proof of Theorem 2.3 is based on the Erdős–Turán inequality, which states
that for any sequence (xk) of reals and any H ∈ N

DN (xk) ≤ C

(
1

H
+

H∑
h=1

1

h

∣∣∣∣∣ 1N
N∑
k=1

e2πihxk

∣∣∣∣∣
)

(2.5)

with a universal constant C > 0. The free parameter H can be chosen arbitrarily
to optimize the estimate. Note that the same exponential sum shows up in Weyl’s
criterion. To estimate DN ({Skα}), we therefore need to study

N∑
k=1

e2πiSkhα, (2.6)

and this is why it was natural to state the conditions of Theorem 2.3 in terms of
the characteristic function φ of X1. The same approach was followed in Weber [20]
and Berkes and Weber [7], which were the starting point for our investigations. The
various arithmetic and metric upper bounds for DN ({Skα}) in [20] and [7] were
based on estimates for the second and fourth moments of (2.6). The improvements
in the present paper depend on sharp asymptotic estimates for the 2p-th moments of
(2.6) for p = O(log logN), a technique going back to Erdős and Gál [10] and which,
as we will see, presents considerable combinatorial difficulties. A crucial ingredient
of the argument will be a sharp estimate for Diophantine sums

H∑
h=1

1

h∥hα∥b
(0 < b ≤ 1)

(see Proposition 4.1 and Corollary 4.3), which has some interest on its own.

3 The moments of an exponential sum

Let X1, X2, . . . be i.i.d. random variables, Sk =
∑k

j=1Xj and α ∈ R. In this Section
we estimate the moments

E

∣∣∣∣∣
m+n∑

k=m+1

e2πiSkα

∣∣∣∣∣
2p

(3.1)
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where p ≥ 1 is an integer. The order of magnitude of (3.1) depends on a delicate
interplay between the distribution of the random variable X1 and the value of α.
Our main focus is when X1 is integer valued, and α is irrational.

To get a basic understanding of (3.1), consider the simplest case p = 1. Expand-
ing the square we get

E

∣∣∣∣∣
m+n∑

k=m+1

e2πiSkα

∣∣∣∣∣
2

=

m+n∑
k1,k2=m+1

Ee2πi(Sk1
−Sk2

)α.

We need to decompose this sum into three parts, according to the cases k1 = k2,
k1 < k2 and k1 > k2. The terms with k1 = k2 are simply 1. In the other two cases,
using the independence of X1, X2, . . . we have

Ee2πi(Sk1
−Sk2

)α =

{
φ(−2πα)k2−k1 if k1 < k2,
φ(2πα)k1−k2 if k1 > k2.

(3.2)

It is now easy to sum over all pairs m+ 1 ≤ k1, k2 ≤ m+ n and obtain an explicit
formula for (3.1) in the case p = 1.

The basic tool for handling the case p > 1 is a generalization of the decomposition
above which makes an evaluation of the terms similar to (3.2) possible. The number
of cases will obviously be much larger than 3, in fact it will be almost as large as
(2p)2p.

We are ultimately interested in the discrepancy of the sequence {Skα}. To use
(2.5) with xk = Skα for a specific α, we therefore need to estimate (3.1) not only for
α, but for every integral multiple of α as well. The main difficulty of this Section is
thus that our estimate of (3.1) cannot contain any implied constant depending on
α, it needs to be completely explicit.

3.1 Two estimates of the moments

We now prove two estimates of (3.1) under two different conditions on the distri-
bution of X1. In the proofs we will often use the fact that ∥·∥ is symmetric and
subadditive, i.e. ∥−x∥ = ∥x∥ and ∥x+ y∥ ≤ ∥x∥+∥y∥ hold for any x, y ∈ R, and that
the characteristic function φ of any probability distribution satisfies φ(−x) = φ̄(x)
and |φ(x)| ≤ 1 for any x ∈ R.

Proposition 3.1. Let X1, X2, . . . be i.i.d. random variables with characteristic
function φ, and let Sk =

∑k
j=1Xj.

(i) Suppose that there exist real constants 0 < β ≤ 2, c > 0 and d > 0 such that
for any x ∈ R (2.1) holds. For any α ∈ R such that dα ̸∈ Z, and any integers
m ≥ 0, n ≥ 1 and p ≥ 1

E

∣∣∣∣∣
m+n∑

k=m+1

e2πiSkα

∣∣∣∣∣
2p

≤ (8p)2p max
1≤r≤p

nr

r!
(
c ∥dα∥β

)2p−r . (3.3)

(ii) Suppose that there exist real constants c > 0 and d > 0 such that for any
x, y ∈ R (2.3) holds. For any α ∈ R such that dα ̸∈ Z, and any integers
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m ≥ 0, n ≥ 1 and p ≥ 1

E

∣∣∣∣∣
m+n∑

k=m+1

e2πiSkα

∣∣∣∣∣
2p

≤ (4p)2p
p∑

r=0

nr

r! (c ∥dα∥)2p−r . (3.4)

Proof. Let us expand the power to obtain

E

∣∣∣∣∣
m+n∑

k=m+1

e2πiSkα

∣∣∣∣∣
2p

=
m+n∑

k1,k2,...,k2p=m+1

Ee2πi(Sk1
−Sk2

+···+Sk2p−1
−Sk2p

)α
. (3.5)

In order to compute the expected value, we need to write the exponent as a sum
of independent random variables. To this end, let us say that P = (P1, P2, . . . , Ps)
is an ordered partition of the set [2p], where [N ] denotes the set {1, 2, . . . , N} for
any N ∈ N, if P1, P2, . . . , Ps are pairwise disjoint, nonempty subsets of [2p] such
that

∪s
j=1 Pj = [2p]. We can associate an ordered partition to every 2p-tuple k =

(k1, k2, . . . , k2p) in a natural way: if

{k1, k2, . . . , k2p} = {ℓ1, ℓ2, . . . , ℓs} (3.6)

with ℓ1 < ℓ2 < · · · < ℓs, then for any 1 ≤ j ≤ s let

Pj(k) = {i ∈ [2p] : ki = ℓj} .

Then P (k) = (P1(k), P2(k), . . . , Ps(k)) is an ordered partition of [2p]. In other
words, the numbers k1, k2, . . . , k2p are written in increasing order as ℓ1 < ℓ2 < · · · <
ℓs (note s ≤ 2p where we may or may not have equality since k1, k2, . . . , k2p need
not be distinct). P1(k) denotes the set of indices i such that ki is the smallest,
P2(k) denotes the set of indices i such that ki is the second smallest etc. We will
decompose the sum in (3.5) according to the value of P (k). For any given ordered
partition P of [2p] let

S(P ) =

m+n∑
k1,k2,...,k2p=m+1

P (k)=P

Ee2πi(Sk1
−Sk2

+···+Sk2p−1
−Sk2p

)α
.

Let us now fix an ordered partition P = (P1, P2, . . . , Ps) of [2p]. Let k be such
that P (k) = P , and let ℓ1 < ℓ2 < · · · < ℓs be as in (3.6). We have

Sk1 − Sk2 + · · ·+ Sk2p−1 − Sk2p = ε1Sℓ1 + ε2Sℓ2 + · · ·+ εsSℓs

where εj =
∑

i∈Pj
(−1)i+1 for any 1 ≤ j ≤ s. Since ℓ1 < ℓ2 < · · · < ℓs, it is now

easy to write this as a sum of independent random variables:

ε1Sℓ1 + ε2Sℓ2 + · · ·+ εsSℓs = c1

ℓ1∑
t=1

Xt + c2

ℓ2∑
t=ℓ1+1

Xt + · · ·+ cs

ℓs∑
t=ℓs−1+1

Xt

where cj = εj + εj+1 + · · · + εs. Note that ε1, ε2, . . . , εs and c1, c2, . . . , cs depend
only on the fixed ordered partition P . Therefore

Ee2πi(Sk1
−Sk2

+···+Sk2p−1
−Sk2p

)α
= φ(2πc1α)

ℓ1φ(2πc2α)
ℓ2−ℓ1 · · ·φ(2πcsα)ℓs−ℓs−1 ,

10



and

S(P ) =
∑

m+1≤ℓ1<ℓ2<···<ℓs≤m+n

φ(2πc1α)
ℓ1φ(2πc2α)

ℓ2−ℓ1 · · ·φ(2πcsα)ℓs−ℓs−1 . (3.7)

This is the generalization of (3.2) for the case of an arbitrary p ≥ 1. We are going
to estimate (3.7) in two different ways, according to the hypotheses (2.1) and (2.3).

First, we prove (i). Observe that the set

B =

{
k ∈ Z : ∥dkα∥ < 1

2
∥dα∥

}
does not contain any two consecutive integers. Indeed, if k, k + 1 ∈ B, then using
the symmetry and the subadditivity of ∥·∥ we would have

∥dα∥ ≤ ∥d(k + 1)α∥+ ∥−dkα∥ < 1

2
∥dα∥+ 1

2
∥dα∥ ,

contradiction. Clearly 0 ∈ B and ±1 ̸∈ B. Consider the set

{1 ≤ j ≤ s : cj ∈ B} = {j1, j2, . . . , jr}

where j1 < j2 < · · · < jr. Note that

c1 = ε1 + ε2 + · · ·+ εs =

2p∑
i=1

(−1)i+1 = 0 ∈ B,

hence j1 = 1. Since B does not contain any two consecutive integers, for any
1 ≤ a ≤ r − 1 we have

±1 ̸= cja − cja+1 =
∑

ja≤j<ja+1

εj =
∑

i∈
∪

ja≤j<ja+1
Pj

(−1)i+1.

Similarly, ±1 ̸∈ B implies

±1 ̸= cjr =
∑

jr≤j≤s

εj =
∑

i∈
∪

jr≤j≤s Pj

(−1)i+1.

Therefore
∣∣∣∪ja≤j<ja+1

Pj

∣∣∣ ≥ 2 and
∣∣∣∪jr≤j≤s Pj

∣∣∣ ≥ 2. Using the fact that P1, P2, . . . , Ps

is a partition of [2p] we thus obtain

2r ≤
r−1∑
a=1

∣∣∣∣∣∣
∪

ja≤j<ja+1

Pj

∣∣∣∣∣∣+
∣∣∣∣∣∣
∪

jr≤j≤s

Pj

∣∣∣∣∣∣ ≤ 2p.

In other words, cj ∈ B for at most p indices 1 ≤ j ≤ s.
Let us now apply the triangle inequality to (3.7). For any j ̸= j1, j2, . . . , jr we

have cj ̸∈ B, hence condition (2.1) implies

|φ(2πcjα)| ≤ 1− c ∥dcjα∥β ≤ 1− c

2β
∥dα∥β .

11



For j = j1, j2, . . . , jr let us use the trivial estimate |φ(2πcjα)| ≤ 1. Recall that
j1 = 1, which means that we in fact use the trivial estimate on the first factor
φ(2πc1α)

ℓ1 . This way we obtain

|S(P )| ≤
∑

m+1≤ℓ1<ℓ2<···<ℓs≤m+n

(
1− c

2β
∥dα∥β

)∑
j ̸=j1,j2,...,jr

(ℓj−ℓj−1)
. (3.8)

We need to estimate the number of indices m+ 1 ≤ ℓ1 < ℓ2 < · · · < ℓs ≤ m+ n for
which the total exponent is some fixed integer

ℓ =
∑

1≤j≤s
j ̸=j1,j2,...,jr

(ℓj − ℓj−1) . (3.9)

The special indices ℓj1 , ℓj2 , . . . , ℓjr can be chosen in
(
n
r

)
≤ nr/r! ways. Given

ℓj1 , ℓj2 , . . . , ℓjr , the positive integers ℓj − ℓj−1, j ̸= j1, j2, . . . , jr determine all of
ℓ1, ℓ2, . . . , ℓs. The number of ways to write ℓ as a sum of s− r nonnegative integers
(where the order of the terms matter) is

(
ℓ+s−r−1
s−r−1

)
, provided r < s. The number of

indices m + 1 ≤ ℓ1 < ℓ2 < · · · < ℓs ≤ m + n for which (3.9) holds is thus at most
nr/r!

(
ℓ+s−r−1
s−r−1

)
, and so (3.8) gives

|S(P )| ≤
∞∑
ℓ=0

nr

r!

(
ℓ+ s− r − 1

s− r − 1

)(
1− c

2β
∥dα∥β

)ℓ
.

This is in fact a well-known power series which can be obtained by differentiating
the geometric series s− r − 1 times. Hence

|S(P )| ≤ nr

r!
(

c
2β

∥dα∥β
)s−r

if r < s, but clearly the same is true if r = s (in which case our method simply
estimates the absolute value of each term of (3.7) by 1). Here s ≤ 2p and 2β(s−r) ≤
42p, therefore

|S(P )| ≤ 42p
nr

r!
(
c ∥dα∥β

)2p−r .

We have seen that r ≤ p for any P . The number of ordered partitions of [2p] is at
most (2p)2p, hence summing over all ordered partitions P of [2p] finally shows

E

∣∣∣∣∣
m+n∑

k=m+1

e2πiSkα

∣∣∣∣∣
2p

=
∑
P

S(P ) ≤ (8p)2p max
1≤r≤p

nr

r!
(
c ∥dα∥β

)2p−r .

Next, we prove (ii). To estimate (3.7) under hypothesis (2.3) we will need the
following lemma.

Lemma 3.1. Let m ≥ 0, n ≥ 1, s ≥ 1 be integers, and let δ > 0. Consider

fm,n,s(x1, x2, . . . , xs) =
∑

m+1≤ℓ1<ℓ2<···<ℓs≤m+n

xℓ11 x
ℓ2
2 · · ·xℓss .

For a given x = (x1, x2, . . . , xs) ∈ Cs let

12



(i) q = q(x) denote the maximum number of pairwise disjoint, nonempty intervals

of consecutive integers I1, I2, . . . , Iq ⊆ [s] such that
∣∣∣1−∏j∈Ir xj

∣∣∣ < δ for all

1 ≤ r ≤ q,

(ii) K = K(x) = max


s∏

j=a

|xj | : 1 ≤ a ≤ s

 ∪ {1}.

Then

|fm,n,s(x1, x2, . . . , xs)| ≤ Km+n+1

(
2

δ

)s q∑
r=0

(δn)r

r!
.

Note that δ > 0 is a free parameter, which can be chosen to optimize the
estimate. As δ → 0, each term of the estimate is increasing, however the highest
exponent q of n which shows up in the estimate is decreasing.

Proof. We may assume x1, x2, . . . , xs ̸= 0, otherwise fm,n,s(x1, x2, . . . , xs) = 0. We
use induction on s. First, let s = 1, and consider

fm,n,1(x1) =
∑

m+1≤ℓ1≤m+n

xℓ11 .

If |1− x1| < δ, then q = 1. Using the triangle inequality and |x1| ≤ K we get

|fm,n,1(x1)| ≤
∑

m+1≤ℓ1≤m+n

Kℓ1 ≤ Km+nn ≤ Km+n+1 2

δ
(1 + δn) ,

as claimed. If |1 − x1| ≥ δ, then q = 0. In this case we evaluate fm,n,1(x1) as a
partial sum of a geometric series to obtain

|fm,n,1(x1)| =
∣∣∣∣xm+1

1 − xm+n+1
1

1− x1

∣∣∣∣ ≤ Km+1 +Km+n+1

δ
≤ Km+n+1 2

δ
,

as claimed.
Suppose now, that the lemma is true for s− 1, and let us prove it for s ≥ 2. Let

x = (x1, x2, . . . , xs) ∈ Cs, and consider q = q(x) and K = K(x). We will treat the
cases |1− xs| < δ and |1− xs| ≥ δ separately.

Assume first, that |1−xs| < δ. By fixing ℓs first, and summing over ℓ1, ℓ2, . . . , ℓs−1

we get

fm,n,s(x1, x2, . . . , xs) =
∑

m+s≤ℓs≤m+n

xℓss
∑

m+1≤ℓ1<ℓ2<···<ℓs−1≤ℓs−1

xℓ11 x
ℓ2
2 · · ·xℓs−1

s−1 .

Note that the inner sum is fm,ℓs−m−1,s−1(x1, x2, . . . , xs−1). Let x∗ = (x1, x2, . . . ,
xs−1) ∈ Cs−1, and consider q∗ = q(x∗) and K∗ = K(x∗). We have K∗ ≤ K/|xs| and
q∗ = q − 1. Indeed, we can add the singleton {s} to the family of pairwise disjoint,
nonempty intervals defining q∗. Applying the triangle inequality and the inductive
hypothesis we get

|fm,n,s(x1, x2, . . . , xs)| ≤
∑

m+s≤ℓs≤m+n

|xs|ℓs |fm,ℓs−m−1,s−1(x1, x2, . . . , xs−1)|

≤
∑

m+s≤ℓs≤m+n

|xs|ℓs
(
K

|xs|

)ℓs (2

δ

)s−1 q−1∑
r=0

(δ(ℓs −m− 1))r

r!
.
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Here |xs|ℓs(K/|xs|)ℓs ≤ Km+n+1, thus

|fm,n,s(x1, x2, . . . , xs)| ≤ Km+n+1

(
2

δ

)s−1 q−1∑
r=0

δr

r!

∑
m+s≤ℓs≤m+n

(ℓs −m− 1)r.

The standard estimate

∑
m+s≤ℓs≤m+n

(ℓs −m− 1)r =

n−1∑
ℓ=s−1

ℓr ≤ nr+1

r + 1

shows

|fm,n,s(x1, x2, . . . , xs)| ≤ Km+n+1 1

2

(
2

δ

)s q−1∑
r=0

(δn)r+1

(r + 1)!
.

Reindexing the sum over r finishes the proof of the inductive step in the case |1−
xs| < δ.

Finally, assume |1− xs| ≥ δ. Fixing m+ 1 ≤ ℓ1 < ℓ2 < · · · < ℓs−1 ≤ m+ n− 1
first, and summing over ℓs−1 < ℓs ≤ m+ n we obtain

fm,n,s(x1, x2, . . . , xs) =
∑

m+1≤ℓ1<ℓ2<···<ℓs−1≤m+n−1

xℓ11 x
ℓ2
2 · · ·xℓs−1

s−1

x
ℓs−1+1
s − xm+n+1

s

1− xs
,

which yields the recursive formula

fm,n,s(x1, x2, . . . , xs) =
xs

1− xs
fm,n−1,s−1(x1, x2, . . . , xs−1xs)

− xm+n+1
s

1− xs
fm,n−1,s−1(x1, x2, . . . , xs−1).

Let x′ = (x1, x2, . . . , xs−1xs) ∈ Cs−1, and consider q′ = q(x′) and K ′ = K(x′). It is
easy to see that q′ ≤ q and K ′ ≤ K. Applying the inductive hypothesis and using
|xs/(1− xs)| ≤ K/δ we get∣∣∣∣ xs

1− xs
fm,n−1,s−1(x1, x2, . . . , xs−1xs)

∣∣∣∣ ≤ K

δ
Km+n

(
2

δ

)s−1 q∑
r=0

(δn)r

r!
. (3.10)

Let x′′ = (x1, x2, . . . , xs−1) ∈ Cs−1, and consider q′′ = q(x′′) and K ′′ = K(x′′). It is
easy to see that q′′ ≤ q and K ′′ ≤ K/|xs|. Applying the inductive hypothesis and
using

∣∣xm+n+1
s /(1− xs)

∣∣ ≤ K|xs|m+n/δ we get∣∣∣∣xm+n+1
s

1− xs
fm,n−1,s−1(x1, x2, . . . , xs−1)

∣∣∣∣ ≤ K|xs|m+n

δ

(
K

|xs|

)m+n(2

δ

)s−1 q∑
r=0

(δn)r

r!
.

(3.11)
Adding (3.10) and (3.11) we finally get

|fm,n,s(x1, x2, . . . , xs)| ≤ Km+n+1

(
2

δ

)s q∑
r=0

(δn)r

r!
.
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Let us now return to (3.7). If φ(2πcjα) = 0 for some 1 ≤ j ≤ s, then
S(P ) = 0. Otherwise S(P ) = fm,n,s(x1, x2, . . . , xs), as in Lemma 3.1 with xj =
φ(2πcjα)/φ(2πcj+1α) for 1 ≤ j ≤ s − 1, and xs = φ(2πcsα). First, note that for
any 1 ≤ a ≤ s we have

s∏
j=a

|xj | = |φ(2πcaα)| ≤ 1,

therefore we have K = K(x) = 1. For an interval of consecutive integers [a, b] ⊆ [s]
with 1 ≤ a ≤ b < s condition (2.3) implies∣∣∣∣∣∣1−

∏
j∈[a,b]

xj

∣∣∣∣∣∣ =
∣∣∣∣1− φ(2πcaα)

φ(2πcb+1α)

∣∣∣∣ ≥ |φ(2πcaα)− φ(2πcb+1α)|

≥ c ∥d(ca − cb+1)α∥ = c ∥d(εa + εa+1 + · · ·+ εb)α∥ .

Similarly, for an interval of consecutive integers [a, s] ⊆ [s] with 1 ≤ a ≤ s condition
(2.3) implies∣∣∣∣∣∣1−

∏
j∈[a,s]

xj

∣∣∣∣∣∣ = |1− φ(2πcaα)| = |φ(2πcaα)− φ(2π0)|

≥ c ∥dcaα∥ = c ∥d(εa + εa+1 + · · ·+ εs)α∥ .

Altogether, for any nonempty interval of consecutive integers I ⊆ [s] we have∣∣∣∣∣∣1−
∏
j∈I

xj

∣∣∣∣∣∣ ≥ c

∥∥∥∥∥∥d
∑

j∈I
εj

α

∥∥∥∥∥∥ = c

∥∥∥∥∥∥d
 ∑

i∈
∪

j∈I Pj

(−1)i+1

α

∥∥∥∥∥∥ . (3.12)

Estimate (3.12) gives the idea to choose δ = c ∥dα∥ in Lemma 3.1. With this choice∣∣∣1−∏j∈I xj

∣∣∣ < δ implies that ∑
i∈

∪
j∈I Pj

(−1)i+1 ̸= ±1,

and so
∣∣∣∪j∈I Pj

∣∣∣ ≥ 2. Hence if I1, I2, . . . , Iq ⊆ [s] are pairwise disjoint, nonempty

intervals of consecutive integers such that
∣∣∣1−∏j∈Ir xj

∣∣∣ < δ for every 1 ≤ r ≤ q,

then using the fact that P1, P2, . . . , Ps is a partition of [2p], we get

2q ≤
q∑

r=1

∣∣∣∣∣∣
∪
j∈Ir

Pj

∣∣∣∣∣∣ =
∣∣∣∣∣∣

∪
j∈I1∪I2∪···∪Ir

Pj

∣∣∣∣∣∣ ≤ 2p.

Thus q = q(x), as in Lemma 3.1 satisfies q ≤ p. Applying Lemma 3.1 with K = 1,
q ≤ p and δ = c ∥dα∥ to (3.7), we obtain

|S(P )| ≤
(

2

c ∥dα∥

)s p∑
r=0

(c ∥dα∥n)r

r!
(3.13)
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for any ordered partition P = (P1, P2, . . . , Ps) of [2p]. Here s ≤ 2p. Since the
number of ordered partitions of [2p] is at most (2p)2p, summing (3.13) over all
ordered partitions P of [2p] finishes the proof of (ii):

E

∣∣∣∣∣
m+n∑

k=m+1

e2πiSkα

∣∣∣∣∣
2p

=
∑
P

S(P ) ≤ (2p)2p
(

2

c ∥dα∥

)2p p∑
r=0

(c ∥dα∥n)r

r!
.

3.2 Examples

We were able to estimate the moments (3.1) in Proposition 3.1 under conditions
(2.1) and (2.3) for the characteristic function φ of X1. We now study probability
distributions which satisfy such conditions. First of all note that if X1 is integer
valued, then φ(2πx) is periodic, e.g. 1 is a period. Thus any lower estimate of
1 − |φ(2πx)| and |φ(2πx) − φ(2πy)| needs to be periodic as well, which explains
the use of the distance from the nearest integer function ∥·∥. The constant d > 0
accounts for the fact that the smallest period of φ(2πx) or its absolute value might
be less than 1.

It is easy to see that (2.1) with some 0 < β < 2 implies EX2
1 = ∞. Therefore we

can only hope to prove (2.1) with 0 < β < 2 for certain “heavy-tailed” distributions.
On the other hand, (2.1) with β = 2 holds in far more general circumstances. The
indicator function of the event E will be denoted by IE .

Proposition 3.2. Let X1 be an integer valued random variable with characteristic
function φ.

(i) If X1 is non-degenerate, then there exist a real number c > 0 and an integer
d > 0 such that for any x ∈ R (2.1) holds with β = 2.

(ii) Let 0 < β < 2. Suppose there exist constants K,x0 > 0 such that for any
x ≥ x0

E
(
X2

1I{|X1|≤x}
)
≥ Kx2−β. (3.14)

Then there exist a real number c > 0 and an integer d > 0 such that for for
any x ∈ R (2.1) holds.

Proof. Let X2 be a random variable independent from, and with the same distri-
bution as X1. Then

Ee2πix(X1−X2) = Ee2πixX1Ee−2πixX2 = |φ(2πx)|2.

By taking the real part of both sides and using a trigonometric identity we obtain

1− |φ(2πx)|2 = E (1− cos (2πx(X1 −X2))) = 2E sin2 (πx(X1 −X2)) .

Let f : R → R, f(x) = E sin2 (πx(X1 −X2)). Since

1− |φ(2πx)| ≥ 1− |φ(2πx)|2

2
= f(x),

it will be enough to find a lower estimate for f(x).
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Let d > 0 denote the greatest common divisor of the (finite or infinite) support
of X1 −X2. Note that the non-degeneracy of X1 implies that this support contains
a nonzero integer making d > 0 well-defined. f is clearly periodic with period 1/d.
It is also easy to see that f(x) = 0 if and only if x(X1 −X2) ∈ Z with probability
1, or equivalently, if and only if x is an integer multiple of 1/d. Furthermore, f is
continuous, which can be seen e.g. from Lebesgue’s dominated convergence theorem.
Hence to prove an estimate of the form

f(x) ≥ c ∥dx∥β (3.15)

for some constant c > 0 it is enough to prove (3.15) in an open neighborhood of 0.
Applying the estimate sin2(πt) ≥ 4t2, valid for any |t| ≤ 1/2, with t = x(X1 −

X2), whenever possible, gives

f(x) ≥ 4x2E
(
(X1 −X2)

2 I{|X1−X2|≤ 1
2|x|

}) . (3.16)

First, we prove (i). We have E(X1 −X2)
2 > 0 (possibly infinite), because X1 is

non-degenerate. From the monotone convergence theorem we can see that

E
(
(X1 −X2)

2 I{|X1−X2|≤ 1
2|x|

})
is greater than a fixed positive constant in an open neighborhood of 0. Therefore
(3.16) shows that (3.15) holds with β = 2 and some c > 0 in an open neighborhood
of 0, and we are done.

Next, we prove (ii). Let µ denote any median of |X1|, i.e. let P(|X1| ≤ µ) ≥ 1/2
and P(|X1| ≥ µ) ≥ 1/2. If both 2µ ≤ |X1| ≤ 1/(2|x|) − µ and |X2| ≤ µ hold, then
|X1 −X2| ≤ 1/(2|x|) and (X1 −X2)

2 ≥ X2
1/4. Therefore

(X1 −X2)
2 I{|X1−X2|≤ 1

2|x|

} ≥ X2
1

4
I{

2µ≤|X1|≤ 1
2|x|−µ

}I{|X2|≤µ}.

Taking the expected value and using the definition of a median we obtain the esti-
mate

E
(
(X1 −X2)

2 I{|X1−X2|≤ 1
2|x|

}) ≥ 1

8
E
(
X2

1I
{
2µ≤|X1|≤ 1

2|x|−µ
})

≥ 1

8
E
(
X2

1I
{
|X1|≤ 1

2|x|−µ
})− µ2

2
.

Equation (3.16) and condition (3.14) thus imply that (3.15) holds with some c > 0
in an open neighborhood of 0.

Next, we study (2.3). For the sake of simplicity, assume that X1 is integer
valued, and E|X1| < ∞. Because of the periodicity, we may visualize φ(2πx) as a
continuously differentiable, closed curve on the Euclidean plane. It is easy to see
that the “self-intersection points” of this curve, i.e. the solutions of the equation
φ(2πx) = φ(2πy), x ̸= y will play an important role. Indeed, |φ(2πx)−φ(2πy)| can
be small in two different ways: either x and y are close to each other, or they are
close to two different self-intersection points of the curve. In the first case a lower
estimate linear in |x − y| can be deduced by assuming φ′ ̸= 0 anywhere on R. To
handle the second case, we will impose a “rationality” and a “linear independence”
condition on the self-intersection points.
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Proposition 3.3. Let X1 be an integer valued random variable with characteristic
function φ such that E|X1| < ∞ and φ′ ̸= 0 anywhere on R. Let p > 0 denote the
smallest period of φ(2πx). Suppose that the equation φ(2πx) = φ(2πy), x, y ∈ [0, p),
x ̸= y has finitely many solutions (x1, y1), (x2, y2), . . . , (xn, yn), and that xk−yk ∈ Q
and φ′(2πxk)/φ

′(2πyk) ̸∈ R for any k = 1, 2, . . . , n. Then there exist a real number
c > 0 and an integer d > 0 such that for any x, y ∈ R (2.3) holds.

Proof. Clearly p > 0 is the reciprocal of the greatest common divisor of the (finite
or infinite) support of X1. By considering pX1 instead, we may therefore assume
p = 1. Let d > 0 be an integer such that d(xk − yk) ∈ Z for every k = 1, 2, . . . , n.

Assumption E|X1| <∞ implies that φ is differentiable, and φ′ is uniformly con-
tinuous. The periodicity of φ thus shows |φ′| ≥ K0 for some constant K0 > 0. For
any k = 1, 2, . . . , n the derivatives φ′(2πxk) and φ

′(2πyk) are linearly independent
as planar vectors, because φ′(2πxk)/φ

′(2πyk) ̸∈ R. From the equivalence of finite
dimensional norms we get that for any u, v ∈ R

|φ′(2πxk)u− φ′(2πyk)v| ≥ Kk (|u|+ |v|) (3.17)

holds with some constant Kk > 0. Let K = min {Kk : 0 ≤ k ≤ n}.
A simple corollary of the uniform continuity of φ′ is that the convergence

φ(2πt)− φ(2πa)

2πt− 2πa
→ φ′(2πa)

as |t − a| → 0 is uniform in t, a ∈ R. In particular, there exists a constant r > 0
such that whenever |t− a| < r, then∣∣φ(2πt)− φ(2πa)− φ′(2πa)(2πt− 2πa)

∣∣ ≤ πK|t− a|. (3.18)

Consider the compact set

C =
{
(x, y) ∈ [0, 1]2 : φ(2πx) = φ(2πy)

}
.

Note that C consists of the diagonal x = y, the points (0, 1), (1, 0) and the finite
point set (xk, yk), k = 1, 2, . . . , n. Let (x, y) ∈ [0, 1]2 be such that dist ((x, y), C) <
r/2, where dist denotes the distance of a point from a set. There are three cases:
(x, y) is either close to the diagonal, to (0, 1) or (1, 0), or to the point (xk, yk) for
some k = 1, 2, . . . , n.

First, assume that the distance of (x, y) from the diagonal is less than r/2. Then
|x− y| < r, thus (3.18) with t = x and a = y implies

|φ(2πx)− φ(2πy)| ≥ |φ′(2πy)| · |2πx− 2πy| − πK|x− y|

≥ πK

d
|d(x− y)| ≥ πK

d
∥d(x− y)∥ .

Assume next, that the Euclidean distance of (x, y) from (0, 1) is less than r/2. Then
(3.18) applies with t = x and a = y − 1. Using the periodicity of φ we thus obtain

|φ(2πx)− φ(2πy)| = |φ(2πx)− φ(2π(y − 1))|
≥ |φ′(2π(y − 1))| · |2πx− 2π(y − 1)| − πK|x− (y − 1)|

≥ πK

d
|d(x− y) + d| ≥ πK

d
∥d(x− y)∥ .
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A similar estimate holds when the distance of (x, y) from (1, 0) is less than r/2.
Finally, assume that the distance of (x, y) from (xk, yk) is less than r/2 for some
k = 1, 2, . . . , n. In this case (3.18) applies with t = x and a = xk, and also with
t = y and a = yk. Since φ(2πxk) = φ(2πyk), we have

|φ(2πx)− φ(2πy)| ≥
∣∣φ′(2πxk)(2πx− 2πxk)− φ′(2πyk)(2πy − 2πyk)

∣∣
− πK|x− xk| − πK|y − yk|.

Applying (3.17) with u = x− xk and v = y − yk we obtain

|φ(2πx)− φ(2πy)| ≥ πK (|x− xk|+ |y − yk|)

≥ πK

d
|d(x− y)− d(xk − yk)| ≥

πK

d
∥d(x− y)∥ .

Altogether we showed that for any (x, y) ∈ [0, 1]2 such that dist ((x, y), C) < r/2 we
have

|φ(2πx)− φ(2πy)| ≥ πK

d
∥d(x− y)∥ .

Using the compactness of the corresponding set it is easy to see that for any
(x, y) ∈ [0, 1]2 such that dist ((x, y), C) ≥ r/2 we have

|φ(2πx)− φ(2πy)| ≥ c′ ∥d(x− y)∥

with some constant c′ > 0. Therefore (2.3) is satisfied with c = min {πK/d, c′}
for any (x, y) ∈ [0, 1]2. By the periodicity of φ, (2.3) is hence satisfied for all
x, y ∈ R.

Corollary 3.4. Let X1 be a random variable with characteristic function φ. Sup-
pose that P(X1 = a) = P(X1 = b) = 1/2 with some a, b ∈ Z, a ̸≡ b (mod 2). Then
there exist a real number c > 0 and an integer d > 0 such that for any x, y ∈ R (2.3)
holds.

Proof. We will show that X1 satisfies the conditions of Proposition 3.3. The char-
acteristic function of X1 is

φ(t) =
1

2
eiat +

1

2
eibt = ei

a+b
2

t cos

(
a− b

2
t

)
.

First, note that

|φ′(t)| = 1

2

∣∣∣aeiat + beibt
∣∣∣ ≥ 1

2
||a| − |b|| ≥ 1

2
,

therefore φ′ ̸= 0 anywhere on R.
Similarly to Proposition 3.3 we may assume that a and b are relatively prime,

i.e. that the smallest period of φ(2πx) is 1. Observe that a ̸≡ b (mod 2) implies
that a− b and a+ b are also relatively prime.

Consider the equation φ(2πx) = φ(2πy), x ̸= y equivalent to

eπi(a+b)(x−y) cos (π(a− b)x) = cos (π(a− b)y) , x ̸= y. (3.19)

We have

φ′(2πx)

φ′(2πy)
= eπi(a+b)(x−y) i(a+ b) cos(π(a− b)x)− (a− b) sin(π(a− b)x)

i(a+ b) cos(π(a− b)y)− (a− b) sin(π(a− b)y)
. (3.20)
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We distinguish between two cases in (3.19): either cos(π(a−b)x) = cos(π(a−b)y) =
0, or exp(πi(a+ b)(x− y)) ∈ R. The first case gives finitely many solutions (xk, yk)
within a period [0, 1), each of which satisfies (a−b)(xk−yk) ∈ Z. Since sin(π(a−b)xk)
and sin(π(a− b)yk) are both ±1, for these solutions (3.20) simplifies as

φ′(2πxk)

φ′(2πyk)
= ±eπi(a+b)(xk−yk).

By way of contradiction, suppose this ratio is purely real. Then (a+b)(xk−yk) ∈ Z.
Since a − b and a + b are relatively prime, the integrality of (a − b)(xk − yk) and
(a+ b)(xk − yk) implies that xk − yk is also an integer. This is impossible within a
period xk, yk ∈ [0, 1).

Finally, suppose exp(πi(a + b)(x − y)) ∈ R. It is easy to see that in this case
(3.19) also gives finitely many solutions (xℓ, yℓ) in a period [0, 1), each of which
satisfies (a + b)(xℓ − yℓ) ∈ Z. Since exp(πi(a + b)(xℓ − yℓ)) = ±1, (3.20) is purely
real if and only if

− cos(π(a− b)xℓ) sin(π(a− b)yℓ) + cos(π(a− b)yℓ) sin(π(a− b)xℓ)

= sin(π(a− b)(xℓ − yℓ)) = 0,

which is equivalent to (a−b)(xℓ−yℓ) ∈ Z. Since a−b and a+b are relatively prime,
(a + b)(xℓ − yℓ) ∈ Z and (a − b)(xℓ − yℓ) ∈ Z would imply xℓ − yℓ ∈ Z, which is
impossible within a period xℓ, yℓ ∈ [0, 1). Therefore the solutions (xℓ, yℓ) also satisfy
φ′(2πxℓ)/φ

′(2πyℓ) ̸∈ R.

The simplest case in which the “rationality” and the “linear independence” con-
ditions on the self-intersection points of φ in Proposition 3.3 hold, is when φ is a
simple closed curve, i.e. when there are no self-intersection points at all. If X1 = 1
a.s., then φ(2πx) parametrizes the unit circle. Thus if X1 = 1 has a high enough
probability, then φ(2πx) will look like a slightly “deformed” circle, and we can hope
that this slight deformation will not introduce any self-intersection points. It is very
easy to turn this idea into a precise proof as follows.

Proposition 3.5. Let X1 be an integer valued random variable such that E|X1| <
2P(X1 = 1). Then the characteristic function φ of X1 satisfies (2.3) with c =
8P(X1 = 1)− 4E|X1| > 0 and d = 1.

Proof. We give a direct proof without using Proposition 3.3. We have

|φ(2πx)− φ(2πy)| =
∣∣E (e2πiX1x − e2πiX1y

)∣∣
≥ P(X1 = 1)|e2πix − e2πiy| − E

(
|e2πiX1x − e2πiX1y|I{X1 ̸=1}

)
.

Using

|e2πiX1x − e2πiX1y| ≤ |X1| · |e2πix − e2πiy|,
E
(
|X1|I{X1 ̸=1}

)
= E|X1| − P(X1 = 1)

we deduce

|φ(2πx)− φ(2πy)| ≥ (2P(X1 = 1)− E|X1|) |e2πix − e2πiy|.

Finally, note that

|e2πix − e2πiy| = 2| sin(π(x− y))| ≥ 4∥x− y∥.
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4 A Diophantine sum

To study the discrepancy of the sequence {Skα}, we will combine the Erdős–Turán
inequality and our estimates for the high moments of an exponential sum in Propo-
sition 3.1. In order to proceed it will be necessary to estimate sums of the form

H∑
h=1

1

h ∥hα∥b
(4.1)

where α is a given irrational and 0 < b ≤ 1. Note that in the proof of Theorem
2.3 b will be β/2 in (i), while b will be 1/2 in (ii). The behavior of the sum (4.1)
depends on the Diophantine approximation properties of α, i.e. on how well α can
be approximated by rational numbers with small denominators. These properties
are encoded in the continued fraction representation of α, therefore it is natural to
use the theory of continued fractions to estimate (4.1).

Recall that any irrational α has a unique continued fraction representation

α = [a0; a1, a2, . . . ] = a0 +
1

a1 +
1

a2 + · · ·

where a0 is an integer and ai is a positive integer for i ≥ 1. By truncating the
infinite continued fraction we obtain the rational numbers

pn
qn

= [a0; a1, a2, . . . , an−1] = a0 +
1

a1 +
1

a2 +
1

· · ·+
1

an−1

,

n ≥ 1, called the convergents to α. The main relevance of the convergents is that
in a certain sense they are the “best” rational approximations of α.

The fact that pn/qn is “close” to α implies that qnα is “close” to an integer
(namely pn). This gives us the intuition that the largest terms of the sum (4.1) are
those for which h = qn for some n. Since 1/(h ∥hα∥b) ≥ 1/h, the best we can hope
for is that the contribution of all other terms is at most constant times logH. We
can turn this intuition into a precise statement as follows.

Proposition 4.1. Let α = [a0; a1, a2, . . . ] be the continued fraction representation of
an irrational number α, and let pn/qn = [a0; a1, a2, . . . , an−1] denote its convergents.
For any 0 < b ≤ 1

∑
0<h<qn

1

h ∥hα∥b
= O

(
logs qn +

∑
0<k<n

1

qk ∥qkα∥b

)
,

where s = 1 if 0 < b < 1, and s = 2 if b = 1. The implied constant depends only on
α and b.

In order to prove Proposition 4.1 we need certain facts from the theory of con-
tinued fractions. For a proof see any book on continued fractions, e.g. [9].
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Proposition 4.2. The convergents pn/qn = [a0; a1, a2, . . . , an−1] of an arbitrary
irrational number α = [a0; a1, a2, . . . ] satisfy the following.

(i) For any n ≥ 2 we have 1
qn+1+qn

≤ ∥qnα∥ = |qnα− pn| ≤ 1
qn+1

.

(ii) For any n ≥ 1 we have qnα− pn = (−1)n+1|qnα− pn|.
(iii) The denominators of the convergents satisfy the recurrence qn+1 = anqn+qn−1

with initial conditions q1 = 1, q2 = a1.

(iv) For any n ≥ 2 we have pnqn−1− qnpn−1 = (−1)n. In particular, pn and qn are
relatively prime.

Proof of Proposition 4.1. Let k ≥ 3, and consider the sum∑
qk≤h<qk+1

1

h ∥hα∥b
. (4.2)

Let εk = qkα − pk. Note that ∥hα∥ = ∥hpk/qk + hεk/qk∥. Here hpk/qk is an
integer multiple of 1/qk, and |hεk/qk| < qk+1|εk|/qk ≤ 1/qk for any qk ≤ h < qk+1.
Assumption k ≥ 3 ensures qk ≥ 2. Hence ∥hα∥ is basically determined by the
residue class of hpk modulo qk. In light of sign εk = (−1)k+1, the residue classes 0
and (−1)k will require special treatment. It is thus natural to decompose the sum
(4.2) using the index sets

A = {qk ≤ h < qk+1 : hpk ≡ 0 (mod qk)} ,

B =
{
qk ≤ h < qk+1 : hpk ≡ (−1)k (mod qk)

}
,

C =
{
qk ≤ h < qk+1 : hpk ̸≡ 0, (−1)k (mod qk)

}
.

First, consider the sum over h ∈ A. Since pk and qk are relatively prime, A only
contains integral multiples of qk. For any h = aqk ∈ A, a ≥ 1 we thus have

∥hα∥ =

∥∥∥∥ 0

qk
+
aqkεk
qk

∥∥∥∥ = a|εk| = a ∥qkα∥ ,

and therefore

∑
h∈A

1

h ∥hα∥b
≤

∞∑
a=1

1

aqk (a ∥qkα∥)b
= O

(
1

qk ∥qkα∥b

)
. (4.3)

Next, let us estimate the sum over h ∈ B. By taking the equation pkqk−1 −
qkpk−1 = (−1)k from Proposition 4.2 (iv) modulo qk, we obtain that the multiplica-
tive inverse of pk modulo qk is (−1)kqk−1, hence every element of B is congruent to
qk−1 modulo qk. In fact B = {aqk+qk−1 : 1 ≤ a ≤ ak−1}, since akqk+qk−1 = qk+1

is outside the interval qk ≤ h < qk+1. Combining Proposition 4.2 (i) and (iii) we
deduce the estimate akqk|εk| ≤ 1 − qk−1|εk|. For any h = aqk + qk−1 ∈ B we thus
have

∥hα∥ =

∥∥∥∥(−1)k

qk
+
hεk
qk

∥∥∥∥ =
1− (aqk + qk−1)|εk|

qk
≥ (ak − a)|εk|.
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Therefore

∑
h∈B

1

h ∥hα∥b
≤

ak−1∑
a=1

1

aqk ((ak − a) ∥qkα∥)b
= O

(
1

qk ∥qkα∥b

)
. (4.4)

Finally, we need to estimate the sum over h ∈ C. The congruence conditions in
the definition of C imply that for any h ∈ C we have

∥hα∥ =

∥∥∥∥hpkqk +
hεk
qk

∥∥∥∥ ≥ 1

2

∥∥∥∥hpkqk
∥∥∥∥ .

For any integer a ≥ 1 we therefore have∑
aqk≤h<(a+1)qk

h∈C

1

h ∥hα∥b
≤

∑
aqk<h<(a+1)qk

2b

aqk

∥∥∥hpk
qk

∥∥∥b . (4.5)

Since pk and qk are relatively prime, as h runs in the interval aqk < h < (a+1)qk, the
numbers hpk attain each nonzero residue class modulo qk exactly once. Considering
the cases 0 < b < 1 and b = 1 separately, the right hand side of (4.5) can hence be
estimated as

2b

aqk

qk−1∑
j=1

1∥∥∥ j
qk

∥∥∥b ≤ 2 · 2b

aqk

∑
1≤j≤qk/2

1(
j
qk

)b = O

(
logs−1 qk

a

)
.

Summing over 1 ≤ a ≤ ak we obtain∑
h∈C

1

h ∥hα∥b
= O

(
logs−1 qk log ak

)
. (4.6)

Adding (4.3), (4.4) and (4.6) we get

∑
qk≤h<qk+1

1

h ∥hα∥b
= O

(
logs−1 qk log ak +

1

qk ∥qkα∥b

)
.

Summing over 3 ≤ k ≤ n− 1 we obtain

∑
0<h<qn

1

h ∥hα∥b
=

∑
0<h<q3

1

h ∥hα∥b
+O

(
n−1∑
k=3

(
logs−1 qk log ak +

1

qk ∥qkα∥b

))
.

(4.7)
Here the sum over 0 < h < q3 is O(1), because q3 is a constant depending only on
α. The recurrence in Proposition 4.2 (iii) shows qn ≥ an−1qn−1, and iterating this
inequality we get

qn ≥ an−1an−2 · · · a3q3.

Hence
∑n−1

k=3 log
s−1 qk log ak = O(logs qn), and so (4.7) simplifies to

∑
0<h<qn

1

h ∥hα∥b
= O

(
logs qn +

∑
0<k<n

1

qk ∥qkα∥b

)
.
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Corollary 4.3. Let α be irrational and 0 < b ≤ 1. Suppose there exist constants
γ ≥ 1 and C > 0 such that ∥qα∥ ≥ Cq−γ for every q ∈ N. Then

H∑
h=1

1

h ∥hα∥b
=

{
O (logsH) if γ ≤ 1

b ,
O
(
Hbγ−1

)
if γ > 1

b ,

where s = 1 if 0 < b < 1, and s = 2 if b = 1. The implied constants depend only on
α, b and γ.

Proof. Let pn/qn denote the convergents to α. Consider the two consecutive con-
vergent denominators such that qn−1 ≤ H < qn. Proposition 4.1 implies

H∑
h=1

1

h ∥hα∥b
= O

(
logs qn +

∑
0<k<n

1

qk ∥qkα∥b

)
. (4.8)

Proposition 4.2 (i) shows that Cq−γ
n−1 ≤ ∥qn−1α∥ ≤ 1/qn. Rearranging we get

qn ≤ qγn−1/C ≤ Hγ/C. Therefore the first error term in (4.8) satisfies logs qn =
O (logsH).

In the second error term in (4.8) we have

1

qk ∥qkα∥b
≤ C−bqbγ−1

k = O
(
qbγ−1
k

)
.

If γ ≤ 1/b, then ∑
0<k<n

1

qk ∥qkα∥b
= O

( ∑
0<k<n

qbγ−1
k

)
= O (n) .

The recurrence in Proposition 4.2 (iii) shows that qn is at least as large as the nth
Fibonacci number, therefore n = O(log qn−1) = O (logH). Hence (4.8) simplifies to

H∑
h=1

1

h ∥hα∥b
= O (logsH + logH) = O (logsH) .

Finally, assume γ > 1/b. Proposition 4.2 (iii) shows that qk+2 ≥ qk+1+qk ≥ 2qk.
In particular, any interval of the form

[
2ℓ, 2ℓ+1

)
contains at most 2 convergent

denominators. Hence

∑
0<k<n

1

qk ∥qkα∥b
= O

( ∑
0<k<n

qbγ−1
k

)
= O

 ∑
ℓ

2ℓ≤qn−1

∑
2ℓ≤qk<2ℓ+1

qbγ−1
k



= O

∑
ℓ

2ℓ≤H

2(ℓ+1)(bγ−1)

 = O
(
Hbγ−1

)
.

Thus in this case (4.8) gives

H∑
h=1

1

h ∥hα∥b
= O

(
logsH +Hbγ−1

)
= O

(
Hbγ−1

)
.
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5 Proof of the upper bounds

In what follows, K will denote positive constants, not always the same, depending
(at most) on α and the distribution of X1. We first show

Lemma 5.1. Let X1, X2, . . . and α be as in Theorem 2.3 and assume (2.1). Then
we have for any integers ℓ ≥ 0, p ≥ 1

∥ max
2ℓ≤N≤2ℓ+1

NDN ({Skα})∥2p ≤ K
(
2ℓ(1−δ)pδ + 2ℓ/2

√
p

[K2(ℓ+1)δ/pδ]∑
h=1

1

h∥dhα∥β/2
)
(5.1)

where δ = 1/(βγ). If instead of (2.1) we assume (2.3), then (5.1) holds with β = 1.

Proof. Assume first (2.1). Then by Proposition 3.1 (i) we have for any integers
m ≥ 0, n ≥ 1, h ≥ 1 and p ≥ 1

E

∣∣∣∣∣
m+n∑

k=m+1

e2πiSkhα

∣∣∣∣∣
2p

≤ (8p)2p max
1≤r≤p

nr

r! (c∥dhα∥β)2p−r . (5.2)

Let
Hn = C1/γd−1(cn/p)1/(βγ). (5.3)

We claim that for any 1 ≤ h ≤ Hn and 0 ≤ r < p we have

nr

r! (c∥dhα∥β)2p−r ≤ nr+1

(r + 1)! (c∥dhα∥β)2p−r−1 . (5.4)

To see this, we note that (5.4) is equivalent to r+1 ≤ nc∥dhα∥β and for 1 ≤ h ≤ Hn

and 0 ≤ r < p we have by (5.3) and the assumptions of Theorem 2.3,

∥dhα∥β ≥ Cβ(dh)−βγ ≥ Cβ(dHn)
−βγ = p/(cn) ≥ (r + 1)/(cn).

Thus the maximum on the right hand side of (5.2) is reached for r = p and conse-
quently ∥∥∥∥∥

m+n∑
k=m+1

e2πiSkhα

∥∥∥∥∥
2p

≤ K
√
np

1

∥dhα∥β/2
(5.5)

for all m ≥ 0, n ≥ 1, p ≥ 1 and 1 ≤ h ≤ Hn. Set now

DN (α) = DN ({Skα}), Th(N,α) =

N∑
k=1

e2πihSkα.

By the Erdős–Turán inequality we have

NDN (α) ≤ 6

 N

[HN ]
+

[HN ]∑
h=1

1

h
|Th(N,α)|


and consequently

max
2ℓ≤N≤2ℓ+1

NDN (α) ≤ K
(
2ℓ(1−δ)pδ +

[K2(ℓ+1)δ/pδ]∑
h=1

1

h
max

2ℓ≤N≤2ℓ+1
|Th(N,α)|

)
. (5.6)
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(Note that N/[HN ] ∼ KpδN1−δ and thus its maximum for 2ℓ ≤ N ≤ 2ℓ+1 is
≤ K2ℓ(1−δ)pδ.) By (5.5)

∥Th(N,α)∥2p ≤ K
√
Np

1

∥dhα∥β/2
. (5.7)

Since the estimate (5.7) remains valid for shifted sums Th(N,M,α) =
∑M+N

k=M+1 e
2πihSkα

as well, we get by the Erdős–Stechkin inequality

∥ max
2ℓ≤N≤2ℓ+1

Th(N,α)∥2p ≤ K2ℓ/2
√
p

1

∥dhα∥β/2
. (5.8)

Substituting this in (5.6) it follows that

∥ max
2ℓ≤N≤2ℓ+1

NDN (α)∥2p ≤ K

2ℓ(1−δ)pδ + 2ℓ/2
√
p

[K2(ℓ+1)δ/pδ]∑
h=1

1

h∥dhα∥β/2

 ,

and thus (5.1) is proved under condition (2.1) in Theorem 2.3.
If instead of (2.1) we assume (2.3), the proof of (5.1) is essentially the same as

above. In this case in Proposition 3.1 we have (3.4) instead of (3.3) which implies,
in view of the monotonicity relation (5.4) that (5.5) remains valid in this case with
β = 1 and a different constant K. The rest of the proof of (5.1) requires no
change.

Proof of Theorem 2.3. Assume first that (2.1) holds. We will deal separately with
the cases γ > 2/β and 1 ≤ γ ≤ 2/β.

Assume γ > 2/β. Then δ < 1/2 and thus from Lemma 5.1 and Corollary 4.3 we
get

∥ max
2ℓ≤N≤2ℓ+1

NDN ({Skα})∥2p ≤ K

(
2ℓ(1−δ)pδ + 2ℓ/2

√
p
(
2(ℓ+1)δ/pδ

)βγ/2−1
)

= K
(
2ℓ(1−δ)pδ + 2ℓ/2

√
p 2(ℓ+1)(1/2−δ)pδ−1/2

)
≤ K2ℓ(1−δ)pδ

for any integers ℓ ≥ 0, p ≥ 1. Choosing p ∼ log ℓ and using the Markov inequality
we get for a sufficiently large constant B > 0

P
(

max
2ℓ≤N≤2ℓ+1

NDN ({Skα}) ≥ B2ℓ(1−δ)pδ
)

≤

(
K2ℓ(1−δ)pδ

B2ℓ(1−δ)pδ

)2p

≤ 4−2p ≤ ℓ−2.

Using the Borel–Cantelli lemma we get

max
2ℓ≤N≤2ℓ+1

NDN ({Skα}) = O
(
2ℓ(1−δ)pδ

)
= O

(
2ℓ(1−δ)(log log 2ℓ)δ

)
a.s.

proving the second estimate in (2.2).
Assume now 1 ≤ γ ≤ 2/β. Then δ ≥ 1/2 and thus using Lemma 5.1 and

Corollary 4.3 we get

∥ max
2ℓ≤N≤2ℓ+1

NDN ({Skα})∥2p ≤ K
(
2ℓ/2pδ + 2ℓ/2

√
p ℓs
)
≤ K2ℓ/2ℓs

√
p

26



for any integers ℓ ≥ 1, 1 ≤ p ≤ ℓs/δ, where s = 1 if 0 < β < 2, and s = 2 if β = 2.
Choosing again p ∼ log ℓ and using the Markov inequality we get for a sufficiently
large constant B

P
(

max
2ℓ≤N≤2ℓ+1

NDN ({Skα}) ≥ B2ℓ/2ℓs
√
p

)
≤ 4−2p ≤ ℓ−2.

Hence the Borel–Cantelli lemma yields the first estimate in (2.2).
If in Theorem 2.3 we assume (2.3), the argument is the same, using the fact that

in this case by Lemma 5.1 we have relation (5.1) with β = 1.

Corollary 3.4 shows that the random variable with distribution P(X1 = 1) =
P(X1 = 2) = 1/2 satisfies the conditions of Theorem 2.3 (ii), proving the upper
bounds in Proposition 1.2. To see the upper bounds in Proposition 2.1 note that the
condition P(|X1| > x) ∼ cx−β clearly implies (3.14), and so according to Proposition
3.2 (ii), Theorem 2.3 (i) applies. Finally, the upper bounds in Proposition 2.2 follow
from Theorem 2.3 (i) with β = 2 and Proposition 3.2 (i).

6 Proof of the lower bounds

We start with proving two general lower bounds of independent interest.

Lemma 6.1. Let X1, X2, . . . be integer valued random variables, let Sk =
∑k

j=1Xj,

and let α ∈ R be irrational such that ∥qα∥ ≤ Cq−γ holds for infinitely many q ∈ N
with some constants γ ≥ 1 and C > 0. Assume that Sk = O (ψ(k)) a.s., where ψ(k)
is a nondecreasing sequence of positive reals. Then

DN ({Skα}) = Ω
(
ψ(N + 1)−1/γ

)
a.s. (6.1)

Note that here we allow X1, X2, . . . to be degenerate, in which case the sequence
(Sn) is a deterministic sequence of integers.

Proof. If ψ(k) = O(1), then the sequence {Skα} attains only finitely many points,
and thus DN ({Skα}) = Ω(1) a.s. trivially holds. We may therefore assume ψ(k) →
∞ as k → ∞. Let K > 0 be a random variable such that |Sk| ≤ Kψ(k) for every
k ∈ N.

Let q ∈ N, q > (3CKψ(1))1/γ be such that ∥qα∥ = |qα − p| ≤ Cq−γ , where
p = p(q) denotes the integer closest to qα. Let N = N(q) be the largest positive
integer such that ψ(N) < qγ/(3CK), i.e. ψ(N) < qγ/(3CK) ≤ ψ(N +1). Note that∣∣∣∣Skα− Skp

q

∣∣∣∣ = |Sk|
∥qα∥
q

≤ Kψ(N)
Cq−γ

q
<

1

3q

holds for any k = 1, 2, . . . , N . This means that Skα is in the open neighborhood of
some integral multiple of 1/q with radius 1/(3q). In particular, none of the points
{Skα}, k = 1, 2, . . . , N lie in the interval [1/(3q), 2/(3q)] ⊂ [0, 1]. By the definition
of discrepancy we thus have

DN ({Skα}) ≥
1

3q
≥ 1

3 (3CKψ(N + 1))1/γ
. (6.2)
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Clearly there are only finitely many q ∈ N for whichN(q) is a given integer, therefore
the existence of infinitely many q ∈ N with ∥qα∥ ≤ Cq−γ implies the existence of
infinitely many N ∈ N for which (6.2) holds.

Lemma 6.2. Let X1, X2, . . . be integer valued i.i.d. random variables, put Sn =∑n
k=1Xk and assume that for some 0 < β ≤ 2, Sn/n

1/β has a non-degenerate limit
distribution. Assume further that ∥qα∥ ≤ Cq−γ holds for infinitely many q ∈ N with
some constants γ ≥ 1 and C > 0. Then

DN ({Skα}) = Ω
(
N−1/(βγ)

)
a.s. (6.3)

If EX1 = 0, EX2
1 <∞, then the assumption made on Sn holds with β = 2. The

same holds if X1 satisfies

P(|X1| > x) ∼ cx−β as x→ ∞

with some c > 0, 0 < β < 2 and

lim
x→∞

P(X1 > x)

P(|X1| > x)

exists, see Feller [11], p. 581.

Proof of Lemma 6.2. We will use a trivial version of the Borel–Cantelli lemma stat-
ing that if A1, A2, . . . are arbitrary events with P(Ak) ≥ c (k = 1, 2, . . .), then with
probability ≥ c, infinitely many Ak will occur. By the assumptions, there exists
an infinite subset H of N such that ∥qα∥ ≤ Cq−γ for q ∈ H. For each q ∈ H,
let N = N(q) = [aqβγ ], where a is a small constant. Let Mn = max1≤k≤n |Sk|.
Since Sn/n

1/β has a non-degenerate limit distribution, Lemma 2.2 of [12] implies
the existence of positive constants C1, C2 such that

P(Mn > 2C1n
1/β) ≤ 2P(|Sn| > C1n

1/β) ≤ 1− C2

for sufficiently large n. Thus letting

Aq =
{
MN(q) ≤ 2C1N(q)1/β

}
,

we have P(Aq) ≥ C2 for sufficiently large q ∈ H and thus with probability ≥ C2

infinitely many of the Aq, q ∈ H occur. By the Hewitt–Savage zero-one law (see
e.g. [6], p. 64, Corollary 3.50), this is actually true with probability 1. Choose now
such a q, then ∥qα∥ = |qα − p| ≤ Cq−γ , where p = p(q) denotes the integer closest
to qα. Hence for N = N(q) we have for any 1 ≤ k ≤ N∣∣∣∣Skα− Skp

q

∣∣∣∣ ≤ |Sk|
qγ+1

≤ |MN |
qγ+1

≤ 2C1N
1/β

qγ+1
≤ 2C1a

1/β

q
≤ 1

3q
(6.4)

provided a is small enough. Since X1 is integer valued, the points Skp/q are integer
multiples of 1/q and thus by (6.4) the points Skα (1 ≤ k ≤ N) differ from each
other by ≥ 1/(3q), and consequently

DN ({Skα}) ≥
1

3q
≥ C3N

−1/(βγ)

for infinitely many N , as stated.

With Lemmas 6.1 and 6.2 at hand, the lower bounds in Propositions 1.2 (ii), 2.1
(ii), 2.2 (ii) follow immediately.
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