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Abstract

One of the most important research fields of network sciences is the robustness of networks. A recently answered important question was the following: Which network topologies are more resistant to random malfunction and/or direct attacks? Nevertheless, until now, “which system topology can be maintained and how to manage maintenance more efficiently and effectively” have been open questions. However, these questions are the keys both to designing large-scale systems and to scheduling maintenance tasks. This paper proposes a new means to analyze the maintainability of a large system by combining two kinds of networks, i.e., the reliability diagram of the system (1) and the network of scheduled maintenance tasks (2). This paper shows how to assign maintenance task(s) to a system component to increase the reliability of the system. With the proposed method, the maintainability of large-scale systems can be analyzed.

© 2018 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license.

1 Introduction

The robustness and resistance of networks are widely studied in network science (see [1] for an excellent review). Scholars showed that so-called small-world (hereinafter SW, e.g., (electrical) power grids, see [3]) and scale-free (SF, e.g., the Internet and social networks, see [4,5]) networks are more resistant to random failures than random networks [4,5].

SW and SF networks have common features (see [6] for a great synthesis). These networks can be measured by the average shortest path length, as these networks allow limiting the number of stops (intermediate nodes) between two given nodes, on average. In addition, these networks contain many hubs (bridge nodes) [7]. However, SW and SF networks contain only a few large degree nodes (hubs, in this study, power plants); therefore, these networks (similar to power grids) are slightly resistant to direct attacks [8]. The distribution degree of the SF and, usually, SW networks follows a power law, at least asymptotically. That is, the fraction \( P(k) \) of nodes in the network having \( k \) connections to other nodes obeys \( P(k) \sim k^{-\gamma} \), where \( \gamma \) is a parameter that is typically in the range of \([2, 3]\) for SF networks, although it may occasionally lie outside these bounds. The structure of the power grid can be characterized usually as a planar network (meaning edges do not cross each other). This network is an SF network instead of an SW network; however, the degree of distribution can also follow a power function, and the typical parameter \( \gamma \in [1, 2] \). A planar network is more physically constrained and thus is more assorative, with a higher probability of containing a giant component (i.e., a connected subgraph containing a majority of the nodes) [7]. Similar to the SF networks, these networks are also less vulnerable to random failures than random networks and slightly more resistant to a direct attack than SF networks [9].

1 SW networks exhibit a small average path length between pairs of nodes. For an excellent classification of small-world networks, see Amaral et al. [2].
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Owing to the knowledge of network topologies, we can now generate robust networks [8], or we can improve an existing system network (see, e.g., [10,11]) to make them more resistant. Adequate network topologies can help us reduce the probability of system failures. However, an open question remains: which kinds of large-scale systems can be maintained more effectively? Are more robust large-scale systems more effectively maintainable?

The challenge of this exploration is to address different kinds of structures at the same time. For example, to schedule maintenance tasks, at least two different kinds of structure are usually required. One structure (or one network) (1) is needed to describe the system (e.g., the production system, the Internet, or the electrical power grid), and the other structure (2) is needed for specifying the relation of activities. Therefore, instead of only network thinking (which focuses only on one structure), we need multi-structural thinking. In addition to network topology, we should focus on the interaction between structures. In maintenance management, we need at least two different kinds of structures (see Fig. 1), which are variously organized.

1. The reliability block diagram (RBD)3 of a production system can be described as a simple so-called serial/parallel (hereinafter S/P) network [15], while a power grid, the Internet and a communication network can follow a scale-free (SF), a small-world (SW) or other networks [5].

2. Small- to large-scale plans can be characterized as the so-called random networks.4

In a maintenance plan for all (parts) of system components, we assign at least one so-called corrective/preventive maintenance task (see Fig. 1). If these maintenance activities are completed, the reliability or availability of the maintained equipment will be increased. Therefore, these structure elements impact each other.

The other challenge of using networks in maintenance management is that the maintenance plans should be characterized as a flexible logic plan (as in [17]). Completing all possible maintenance activities has rarely occurred. Instead, the task is to select adequate maintenance tasks to improve system reliability and/or system availability while maintaining budget and deadlines.

A maintenance task can be completed by different means, the so-called completion mode. Generally, we can assume that a lower task duration requires higher cost, and higher growth of component reliability takes more time. If the set of activities is fixed, this problem is a discrete version of a time-quality-cost trade-off problem, where the quality parameter is the growth of component reliability. The discrete version of the time-cost trade-off problem is currently an NP-hard problem [18]; however, in this case, there are additional quality (i.e., growth of component reliability) parameters assigned to maintenance tasks. Moreover, the problem is further complicated by addressing flexible dependencies and uncertain task occurrences. Since [19]’s algorithm can address maintenance plans, this method can only be used for maintaining production systems, which can be characterized as serial-parallel networks.

In this paper, we extend this algorithm to analyze the maintainability of large-scale systems and support decision-makers in finding the most adequate multi-structure.

2. Analyzing the serviceability of the system

In this paper, we focused on the serviceability of the different kinds of system.

According to Blanchard et al. [20], Maintainability determines the probability that a failed equipment, machine (=system component), or a system can be restored to its normal operable state within a given make-span, using the prescribed practices and procedures. Its two main components are:

- Serviceability (ease of conducting scheduled inspections and servicing) and
- Repairability (ease of restoring service after a failure).

This paper mainly focuses on serviceability. In accordance with Lam et. al [12], we consider the time, cost and resource constraints of a schedule of maintenance tasks. At the same time, upon specifying resource availabilities, budgets and deadlines, the minimal growth of system reliability5 is also specified. The target function was to find the minimal make-span considering the given budget of a schedule and the minimal growth of the system reliability.

2.1. Calculating system reliability

To schedule maintenance tasks, the first step is to characterize the system. One of the most frequently used modeling techniques is the reliability block diagram (RBD). To model a simple production system, an RBD is drawn as a series of blocks connected in parallel or in sequential configuration. Each block represents a component of the system with a failure rate. Parallel paths are redundant, meaning that all the parallel paths must fail for the network to fail. This “redundancy” is important for critical equipment, e.g., in a power plant.

---

3 See an excellent review of the specialties of scheduling maintenance tasks in [12].

4 The reliability block diagram (RBD) is a diagrammatic method for showing how component reliability contributes to the success or failure of a system (see, e.g., [13,14]).

5 For further literature about random networks, see [16].

5 In this study, the quality parameter considered is the growth of system reliability.
In contrast, any failure along a sequential path causes the entire series path to fail. For example, for equipment in a production line that instead can be characterized as a serial (sequential) path, if any equipment is damaged, this causes the failure of production (on that line).

Since most production systems can be characterized as an S/P network, the system reliability can be determined by the network reduction method (NRM) \[15\]. The method's steps reduce the size of the network while preserving its reliability. This method can also be applied to evaluate the reliability of a particular S/P network within the polynomial computational time demand. If the system can be reduced to S/P configurations (we can say it is an S/P reducible network), it is a relatively simple matter to determine the mathematical or analytical formula that describes the system's reliability \[15\].

---

**Fig. 1.** The applied matrix-based maintenance management model.
Although most production systems’ RBD can be characterized as an S/P network, for several other cases, when not only a production system or a production line is modeled, neither the serial nor the parallel configuration can describe the component-system relationship.

Nevertheless, for evaluation of (general) system reliability, further methods should be applied (see, e.g., [15,21,22]). Several methods exist for obtaining the reliability of system (a detailed review can be read in [15]); however, to determine the advantages of a system reliability evaluation on scale-free (SF) and small-world networks [23], we used a modification of the decomposition method (DCM).

DCM is an application of the law of total probability. The application involves choosing a “key”, which is usually a high degree component, then calculating the reliability of the system twice: once as if the key component failed and once as if the key component succeeded. These two probabilities are then combined to obtain the reliability of the system, as at any given time, the key component will fail or operate. This calculation property of DCM is a great advantage when evaluating the system reliability of SF and SW networks or other networks that follow a power law.

Since in SF and SW networks, we have high degree nodes, after the decomposition, we obtain certain independent subnetworks; therefore, DCMs can be used to calculate large-scale scale-free networks’ system reliability. Although applying DCM is suitable for low-clustered\(^6\) scale-free networks (such as power grids), this method is excessively slow when used for high-clustered networks (such as onion networks) or S/P networks. Therefore, a combination of DCM and NRM is used. After decomposition, NRM is used to reduce the serial/parallel components. If a subsystem is a serial/parallel network; it can be calculated using NRM. Nevertheless, NRM can amalgamate the serial/parallel components of the network, and if a component cannot be reduced by NRM, DCM can decompose it [15]. Repeating the reducing phase (by NRM) and the decomposition phase (by DCM), the reliability of high-clustered networks (such as certain kinds of onion networks) can also be calculated quickly.

For evaluating the system reliability of other networks, other methods, such as the path tracing method (PTM) and the event space method (ESM), can also be used. Since not only serial/parallel but also scale-free and onion networks are used for modeling systems, the combination of DCM and NRM is applied to calculate system reliability.

All of these methods focus only on the evaluation of the system reliability through the system topology and the component reliability; however, they do not address how to maintain the system and how to increase the system reliability. The possible maintenance activities (or tasks) should be organized into a flexible logic plan. Decision makers must make decisions, which necessitates that maintenance tasks should be completed to increase the system reliability. The selected activities should be completed within a specified timeframe and budget and should consider the resource availabilities.

2.2. Modified matrix-based maintenance management model

This paper modifies the matrix-based maintenance management model (hereinafter M\(^4\)) (see [19]) and the matrix-based model to address two kinds of structures (reliability diagram of the system structure (1), such as a reliability diagram of a production line or a power grid system, and a maintenance plan (2)). The original version of M\(^4\) focuses only on production lines that could be characterized as an S/P network; therefore, only NRM is used to calculate the reliability or, in other cases, the availability of a system. In this extension of the original approach, we must consider SF, SW and onions networks; therefore, the modified DCM is applied instead of NRM for the calculation of the system reliability. The other problem with the original M\(^4\) is that the method was limited to medium-scale plans (~75 tasks or equipment) because of the large number of possible maintenance plans. In our current study, larger plans (~50000 tasks or equipment) should also be investigated; therefore, at the simulation phase, the optimization needed to be parallelized by using CUDA technologies, which was implemented by Matlab. With the Parallel Computing Toolbox, a cluster (containing 16 computers) is speed up to accelerate the calculations.

In M\(^4\), to all equipment (or, more generally, system components), at least one maintenance activity can be assigned. Nevertheless, few are selected for a maintenance plan. Therefore, we used a flexible modeling technique (see [17]). In this study, the matrix-based method is used instead of applying the traditional network-planning techniques because matrix-based methods can combine different kinds of structures in a multiple-domain matrix (MDM) (see [24]) and allow us to distinguish mandatory and to be determined (hereafter undecided) maintenance activities (see [17]). Activities in the first group must be completed. For example, the system component reliability is under the specified threshold. These activities are static components of a possible scenario of a maintenance plan. At the same time, a scenario can contain undecided maintenance activities if the specified maintenance plan based on selected activities can maintain the time/cost/quality/resource constraints.

After using this (parallelized) M\(^4\) algorithm, we will obtain a maintenance plan that contains the set of maintenance tasks. These tasks are proposed to be scheduled to increase the system reliability with minimal duration and to maintain the budget.

Owing to the algorithm, currently not only the reliability but also the maintainability of the system can be explored. Therefore, the main question of this paper is the following: Are there any maintainability (or more precisely, serviceability) differences among the different kinds of system structures? (RQ1)

---
\(^6\) The global clustering coefficient is the number of closed triplets (or \(3 \times \) triangles) over the total number of triplets (both open and closed).
Since for examining serviceability, we must consider two kinds of ((1) system and (2) task schedule) structures, another question is as follows: Does the system structure or the constraints have more impact on serviceability? (RQ2)

Owing to the knowledge of networks, we can improve the reliability of a system. For example, we can create an onion (high clustered) network from an SF or an SW network (see, e.g., [10,11]). Therefore, the third question is as follows: Does the reliability improvement improve the serviceability or not? (RQ3)

2.3. Generating structures

Two kinds of structures were generated. The first describes the system structure (i.e., the structure of a production system or the structure of power grid), and the second characterizes the schedule of tasks.

2.3.1. Generating system structures

System structures and component reliability values are characterized by the reliability block diagram (RBD). Most production systems can be characterized by S/P networks (see Section 2.1). When generating a network, we should set the rate of the serial blocks (S%). In the initial step, we generate a component with one connection point (see step 0 in Fig. 2). In every step, we generate a pure random number (s) within the interval [0, 1]. If s > 5% (s ≤ 5%), we connect a parallel (serial) block to connection points (see step 1 in Fig. 2). In the last step, the blocks will be reflected.

If S% = 1, we will only obtain serial blocks; in contrast, if S% = 0, we obtain two interconnected binary trees.

The Internet and the power grid instead follow SF and SW networks. When generating an SF or SW network, we followed Barabási et. al. [4] network growing method. The network begins with an initial connected network of n0 nodes. New nodes are added to the network one at a time. Each new node is connected to n ≤ n0 existing nodes with a probability proportional to the number of links that the existing nodes currently have.

Formally, the probability pi that the new node is connected to node i is \( p_i = \frac{k_i}{\sum k_j} \), where \( k_i \) is the degree of node i, and the sum includes all pre-existing nodes j (i.e., the denominator results in twice the current number of edges in the network). We generated structures using the poweRlaw package of the R program, where the desired parameter was \( \gamma \in \{1.5, 2.0, 2.5\} \). \( \gamma = 1.5 \) characterizes an SW network, whereas \( \gamma = 2.5 \) characterizes an SF network.

Heavily linked nodes (so-called “hubs”, in this simulation, e.g., power plants) tend to quickly accumulate more links, while nodes with only a few links are unlikely to be chosen as the destination for a new link. The new nodes have a so-called “preference” to attach themselves to the currently heavily linked nodes.

This algorithm can characterize different kinds of networks [2,4], and this method is also good for characterizing power grids [25]. These networks are more resistant to random failures but less resistant to a direct attack [5].

Therefore, one of the new directions is to improve a network such that it is more resistant to both random failures and direct attacks. The main problem is that if a hub (a high-degree node) is malfunctioning or being attacked, the system can be fragmented [25]. This fragmentation can cause a system failure.

The idea of improving the system reliability is to connect high degree nodes to each other to obtain a more resistant network. This network will be a so-called onion network (see, e.g., [1,10,11]). We used Wu & Holmes’ algorithm [10], where the initial network was a generated SF or SW network, and the output was the most robust onion network.

In all simulation cases and for all structures, the components’ reliability followed a uniform random distribution within the interval [0, 1].

2.3.2. Generating schedules

Most generators (see, e.g., ProGen by Kolisch and Sprecher [26]) generate quasi-random networks of logic plans. In real random networks, every node can be connected to another with the same probability; however, in a schedule, we use directed connections (as dependencies). We can specify the number of stages (N) and maximal number of nodes (n_j) in stage \( \sum_{j} = 1, 2, \ldots, N \). To avoid direct cycles, only arcs between a node from stage \( i \) and a node from stage \( j \) is allowed if \( i < j \).

Therefore, this structure of scheduled tasks is a so-called quasi-random structure.
We simulated logic plans using ProGen, and the completion sequence of a set of maintenance activities was assumed to be changeable. Therefore, we generated 10 possible completions\(^7\) with the same maximal task time/cost/resource\(^8\) demands. After performing ProGen, we obtained a set of 10 completions with different dependencies and different kinds of time/cost/resource demands. If a dependency between two activities occurred in all completions, this dependency was considered a strict dependency (“X”, as in Fig. 1). If a dependency between two nodes never occurred, we ignored this dependency from the schedule (see “?” or the empty cells in Fig. 1). However, if a dependency occurred at least once, it was considered an undecided dependency (“?” in Fig. 1). The simulation was followed by the recognition that maintaining equipment can be completed separately and independently\(^{[27]}\); therefore, the ratio of strict dependency between two tasks was only 10%.

A larger plans, such as system shutdowns, requires more mandatory tasks than smaller ones such as continuous preventive maintenance plans. Therefore, to characterize the differences between a system shutdown and continuous maintenance, the ratio of non-mandatory maintenance tasks was \(P \in \{50\%, 60\%, \ldots, 90\%\}\). Not all the activities were conducted in the event of system shutdown; nevertheless, in continuous maintenance, less repair activity will be performed in a smaller maintenance plan.

After specifying the flexible maintenance plan time/cost, resource demands were randomly selected from the set of completions simulated by ProGen in the previous step.

### 3. Results

After generating schedule and system structures, the minimal/maximal make-span (\(TPT = \text{total process time}\)) and cost (\(TPC = \text{total process cost}\)), the vector of maximal values of the resource demands (total process resource \(TPR\)) and the minimal/maximal growth of system reliability (\(\Delta TSR = \text{the growth of total system reliability}\)) can be calculated as follows:

\[
TPT_{\text{min}} \text{ occurs if every flexible dependency is omitted and only mandatory activities are completed within the minimal (so-called crash) task duration } [17].
\]

\[
TPT_{\text{max}} \text{ occurs if every flexible dependency is realized and both mandatory and undecided activities are completed within the maximal (i.e., normal) task duration } [17].
\]

\[
TPC_{\text{min}} \text{ occurs if only mandatory tasks are completed utilizing minimal costs } [17].
\]

\[
TPC_{\text{max}} \text{ occurs if both mandatory and undecided tasks are completed utilizing maximal (so-called crash) costs } [17].
\]

\[
TPR_{\text{min}} \text{ occurs if every flexible dependency is realized but only mandatory activities are completed within the maximal task duration } [17].
\]

\[
TPR_{\text{max}} \text{ occurs if every flexible dependency is omitted and both mandatory and undecided tasks are completed within the minimal task duration } [17].
\]

\[
\Delta TSR_{\text{min}} \text{ occurs if only mandatory tasks are competed and the impact of maintenance activities is minimal.}
\]

\[
\Delta TSR_{\text{max}} \text{ occurs if both mandatory and undecided tasks and the impact of maintenance activities is maximal.}
\]

To compare results, we use constraint ratios, which can be calculated as follows:

\[
C_x \% = \frac{C_x}{X_{\text{max}} - X_{\text{min}}} \cdot 100 \tag{1}
\]

where \(X \in \{TPT, TPC, \Delta TSR\}; C_x \in \{X_{\text{min}}, X_{\text{max}}\}\) is the constraint. Note that \(X \in \{TPT, TPC, \Delta TSR\}\) specifies a traditional (so-called iron) triangle (see, e.g., [28]), where TPT is the make-span, TPC is the realized budget, and \(\Delta TSR\) characterizes the quality of the schedule. In this simulation, \(C_x \% \in \{50\%, 60\%, \ldots, 90\%\}\). Different kinds of constraints can be set for the different kinds of resources. However, to avoid generating a large number of cases, resource constraints are set to be 75% for all resources.

In addition to the schedule parameters, system structural parameters are considered. The number of equipment \((n)\) in the first simulation was \(n \in \{25, 50, 75\}\); however, for exploring large-scale networks, \(n \in \{25000, 50000, 75000\}\). The ratio of non-mandatory activities in both simulations was \(P \in \{50\%, 60\%, \ldots, 90\%\}\).

In each simulation, we investigated the maintainability (specifically, the serviceability) of both small-scale and large-scale structures. Therefore, the target was to complete maintenance tasks as soon as possible within a given timeframe and budget; in addition, the growth of the system reliability must be greater than a specified value. We constructed a maintainability ratio as follows:

\[
M\% = 1 - \frac{TP_{\text{optimal}} - TP_{\text{min}}}{TP_{\text{max}} - TP_{\text{min}}} \in [0, 1].
\]

where TPT is the make-span of the optimal solution. If this value is 1, it means that we can find the minimal make-span within the constraints.

The scope of the simulation results was to answer the research questions (RQ1-RQ3). After simulation, we validated the answers of RQ1-RQ3 considering the Hungarian power grid structure; see Fig. 4.

\(^7\) Where the coefficient of network complexity (arcs/nodes) is set to be 1.3.

\(^8\) In this simulation, the number of resources is set to be 3.
3.1. Simulation results

Three kinds of simulations were performed. In the first simulation of only serial/parallel systems, structures were generated to characterize the production system (see the research model in Fig. 3). In this case, the ratio of serial components was $S \% \in \{50, 60, \ldots, 100\}$.

In the second simulation, we compared the results between serial/parallel (S/P) and small-world/scale-free (SW/SF) networks. To compare the maintainability of these two structures, the coefficient of network complexity (CNC) was the same for both S/P and SW/SF networks.

In the third simulation, in accordance with Wu & Holmes’ algorithm [10], we constructed an onion network from a scale-free network and compared the maintainability.

3.1.1. Analyzing the maintainability of S/P networks

Table 1 shows parameter estimates of the simulation result.

The positive significant coefficients show that if we increase these values, we can improve the maintainability. Table 1 shows that structural parameters are more important than the constraints (see RQ3).
Table 1
Parameter estimation (*** significance level is less than 0.005. ** significance level is less than 0.0001, adj.\(R^2 = 0.6466, N = 16200\)).

<table>
<thead>
<tr>
<th>Parameter estimates</th>
<th>Std.err.</th>
<th>t value</th>
<th>Prob &gt;</th>
<th>t</th>
<th>Std.beta</th>
<th>Rel.imp.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept***</td>
<td>4.210E-04</td>
<td>2270.935</td>
<td>&lt; 2E-16</td>
<td>0.000E-00</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>C_TPT%</td>
<td>2.312E-04</td>
<td>-2.338</td>
<td>0.0194</td>
<td>-1.083E-02</td>
<td>0.018%</td>
<td></td>
</tr>
<tr>
<td>C_TRC%</td>
<td>2.312E-04</td>
<td>0.308</td>
<td>0.7583</td>
<td>1.426E-03</td>
<td>0.001%</td>
<td></td>
</tr>
<tr>
<td>C_ATSR%</td>
<td>2.792E-04</td>
<td>-14.909</td>
<td>&lt; 2E-16</td>
<td>-6.910E-02</td>
<td>0.732%</td>
<td></td>
</tr>
<tr>
<td>P%***</td>
<td>2.792E-04</td>
<td>53.523</td>
<td>&lt; 2E-16</td>
<td>2.481E-01</td>
<td>9.436%</td>
<td></td>
</tr>
<tr>
<td>r***</td>
<td>1.934E-06</td>
<td>163.580</td>
<td>&lt; 2E-16</td>
<td>7.582E-01</td>
<td>88.144%</td>
<td></td>
</tr>
<tr>
<td>S%***</td>
<td>2.312E-04</td>
<td>-22.512</td>
<td>&lt; 2E-16</td>
<td>-1.043E-01</td>
<td>1.669%</td>
<td></td>
</tr>
</tbody>
</table>

Table 2
Total system reliability, with equipment reliability following a uniform distribution.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Mean</th>
<th>Median</th>
<th>Std.dev.</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>S/P</td>
<td>8.749E-03</td>
<td>3.337E-03</td>
<td>1.579E-02</td>
<td>1.606E-05</td>
<td>1.970E-01</td>
</tr>
<tr>
<td>SF/SW</td>
<td>2.698E-01</td>
<td>2.509E-01</td>
<td>1.045E-03</td>
<td>2.742E-02</td>
<td>6.810E-01</td>
</tr>
</tbody>
</table>

Table 3
The results of parameter estimates, *** significance level is less than 0.0001, adj.\(R^2 = 0.5091, N = 5400\).

<table>
<thead>
<tr>
<th>Parameter estimates</th>
<th>Std.err.</th>
<th>t value</th>
<th>Prob &gt;</th>
<th>t</th>
<th>Std.beta</th>
<th>Rel.imp.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept***</td>
<td>3.182E-03</td>
<td>297.991</td>
<td>&lt; 2.000E-16</td>
<td>0.000E-01</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>C_TPT%</td>
<td>1.906E-03</td>
<td>-1.879</td>
<td>6.030E-02</td>
<td>-1.792E-02</td>
<td>0.063%</td>
<td></td>
</tr>
<tr>
<td>C_TRC%</td>
<td>1.906E-03</td>
<td>-0.260</td>
<td>7.948E-01</td>
<td>-2.481E-03</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>C_ATSR%</td>
<td>2.302E-03</td>
<td>-23.874</td>
<td>&lt; 2.000E-16</td>
<td>-2.277E-01</td>
<td>10.173%</td>
<td></td>
</tr>
<tr>
<td>P%***</td>
<td>2.302E-03</td>
<td>23.874</td>
<td>&lt; 2.000E-16</td>
<td>2.277E-01</td>
<td>10.177%</td>
<td></td>
</tr>
<tr>
<td>r***</td>
<td>1.595E-06</td>
<td>-4.189</td>
<td>2.850E-05</td>
<td>-3.994E-02</td>
<td>0.313%</td>
<td></td>
</tr>
<tr>
<td>S%/S/P, SF/SW/S%***</td>
<td>6.510E-04</td>
<td>66.643</td>
<td>&lt; 2.000E-16</td>
<td>6.355E-01</td>
<td>79.274%</td>
<td></td>
</tr>
</tbody>
</table>

Since a higher flexible ratio (\(P\%\)) instead models continuous maintenance, the positive coefficient of \(P\%\) shows that continuous maintenance can be more effective (see RQ2).

It is easy to realize that more parallel blocks (less serial blocks) in a system produce higher system reliability; however, considering the negative coefficient of S%, we obtain an interesting result. The effectiveness of maintenance is higher in a more reliable system, where S% is lower (see RQ1).

The negative coefficient of the increase of the reliability parameter (C_ATSR%) is trivial. If we increase the minimal improvement of the system reliability, the distance between the feasible make-span and the ideal, which equals the minimal make-span, will be increased.

3.1.2. Exploring the maintainability of scale-free/small-world large-scale networks

If the structure of the system can be characterized as a scale-free or a small-world network, the total system reliability is significantly higher than that for the traditional serial/parallel systems (see Table 2).

Our results confirm the results of [29] that scale-free/small-world networks are more reliable than random or S/P networks. SF/SW networks are more resistant against random failures [30]. However, the novel result was that not only the system reliability but also the system serviceability mainly depends on the system structure (see RQ3 and the greatest relative importance value for the system topology (S/P vs SF/SW)).

The different kinds of schedule and structure variables specify 5400 simulations. Table 3 shows that only one schedule variable is significant, and the structure parameters are more important than the schedule parameters.

One of the most interesting results is that the changes of the cost and time constraints are not significant in this model. The other considerable result is that system structures that follow power law networks can be maintained faster than traditional serial/parallel system structures (see RQ1).

The results show us that if a maintenance plan is flexible, the make-span can be more significantly reduced (see RQ2).

---

9 = the ratio of non-mandatory tasks.
3.1.3. Exploring the maintainability of onion networks

In accordance with Wu and Holme’s [10] algorithm, we constructed onion networks from the former specified SF/SW networks, and we compared their maintainability.

Our findings consist of Parandehgheibi and Modiano’s [5] results. Our simulation shows that the mean of the transformed onion networks’ system reliability is 82.8% more (nearly twice as) reliable as the original SF/SW networks, while the maintainability of the onion network ($\mu_{\text{SF/SW}}\%$) is significantly better than the maintainability of the SF/SW networks ($\mu_{\text{SF/SW}}\%$); in addition, the improvement ratio is $\frac{\mu_{\text{SF/SW}}\%}{\mu_{\text{SF/SW}}\%} = 1.08$.

The simulation result also shows us that the more reliable networks’ serviceability is higher (see RQ1).

3.2. Application of the study

Several scholars showed that the power grid is a typical example of a planar SW network (see [4]). Most of the real networks’ degree distributions follow a power law of the form $P(k) \approx k^{-\gamma}$ with the exponent $\gamma$. In Rosas-Casals et al.’s [25] publication, the average exponent $\gamma = 1.8$ (where the minimal one was in the United Kingdom, $\gamma_{\text{UK}} = 0.91$, and the maximal one was in Portugal, $\gamma_{\text{PT}} = 2.72$). Rosas-Casals et al. [25] showed that the difference in the network response to errors and attacks appears to be related only to network size and not to other topological measures of network complexity such as the mean degree or the exponent $\gamma$ of the degree distribution. Therefore, until now, we addressed SW/SF networks that were treated uniformly.

Nevertheless, in this study, we addressed maintainability instead of reliability or resistance. We compared the maintainability of the power grids of Portugal, the United Kingdom and Hungary. For the first two countries, we used Rosas-Casals et al.’s [25] published data; however, for Hungary, we used the 2015 power grid structure (see Fig. 4). The exponent was $\gamma_{\text{HU}} = 1.935$. The average weighted degree was 2.51. The average path length was 5.01. The next study focused on the serviceability analysis of the countries’ power grids; however, we found that the serviceability is different if we consider the UK’s, Portugal’s or Hungary’s topology. Using the proposed simulation framework, we obtain significant differences between serviceability, $\frac{\mu_{\text{UK}}\%}{\mu_{\text{PT}}\%} = 0.972$, while $\frac{\mu_{\text{PT}}\%}{\mu_{\text{HU}}\%} = 1.031$.

This result shows us that, in contrast to the reliability, the maintainability may depend on the structural parameters.

According to Section 3.1.3, in addition to the reliability, the maintainability can be improved if high-degree nodes are connected by using Wu and Holme’s [10] algorithm. In this case, the maintainability of the Hungarian power grid can be improved to 5.27%.

4. Summary and conclusion

This paper addressed multi-structural networks, where system structure and the maintenance activities are investigated separately. This paper showed that the maintainability mainly influenced the topology of the system. More resistant networks’ maintainability is greater than that of less reliable networks.

4.1. Implications for scholars

Exploring maintainability is one suitable example of the power of multi-structural thinking. With the proposed method, at least two different kinds of structures and the interactions between components can be modeled. The results show us that the maintainability strongly depends on the system structures (RQ1) but only slightly depends on the constraints (RQ3). The main message of this paper is that more reliable systems can be maintained more effectively. If we want to improve the effectiveness of the maintenance of a (large-scale) system, we should focus on the system structure, and we should make it more reliable.

Similar to the modeling agile vs traditional project management approaches (see [17]), with the flexibility parameter (rate of non-mandatory tasks), different kinds of maintenance management strategies can be modeled (RQ2). Similarly, with the improvement of the effectiveness of agile approaches in project management, the more flexible continuous maintenance plans can be more effective. Therefore, the other message is that the flexibility of planning can improve its effectiveness.

4.2. Implications for decision makers

The proposed multi-domain matrix-based maintenance management ($M^4$) technique can be used to simulate the effects of different kinds of maintenance strategies. The results show us that the continuous preventive maintenance strategy can be more effective than periodic stand downs (RQ2). This simulation result is another argument for the continuous preventive maintenance approaches, which were also proposed both in the total productive maintenance (TPM) and in the risk-based maintenance (RBM) strategies.

Decision makers and planners can mainly focus on the constraints and the completions. Therefore, in the short run, these individuals can improve the effectiveness of maintainability if they act in accordance with the flexible, continuous maintenance strategies. However, significant improvements in effectiveness can be achieved if the topology of the system structure can be more reliable.
5. Limitations and future works

The proposed framework can open multi-structural investigations. This paper focused on serviceability differences in different kinds of system structures. Only two stated (success/failure) components are considered, where only the component reliability is treated. How to model the serviceability of multi-state systems by considering degradation of the components could be an interesting question.

The proposed model showed how to connect two different structures, where one (i.e., the structure of the schedule) is stochastic. In management science problems, we must usually consider more than two structures because we need one structure for the system, one for performing the activities, and another for the organization. This multi-structural thinking can be extended to connect and model interactions on more than two different structures with different topologies and different (deterministic/stochastic) natures.
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