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Abstract. An affine iterated function system is a finite collection of affine invertible contractions
and the invariant set associated to the mappings is called self-affine. In 1988, Falconer proved
that, for given matrices, the Hausdorff dimension of the self-affine set is the affinity dimension for
Lebesgue almost every translation vectors. Similar statement was proven by Jordan, Pollicott, and
Simon in 2007 for the dimension of self-affine measures. In this article, we have an orthogonal
approach. We introduce a class of self-affine systems in which, given translation vectors, we get
the same results for Lebesgue almost all matrices. The proofs rely on Ledrappier-Young theory
that was recently verified for affine iterated function systems by Bárány and Käenmäki, and a new
transversality condition, and in particular they do not depend on properties of the Furstenberg
measure. This allows our results to hold for self-affine sets and measures in any Euclidean space.

1. Introduction

For a non-singular d× d matrix A ∈ GLd(R) and a translation vector v ∈ Rd, let us denote the
affine map x 7→ Ax+v by f = f(A, v). Let A = (A1, . . . , AN ) ∈ GLd(R)N be a tuple of contractive
non-singular d×d matrices and let v = (v1, . . . , vN ) ∈ (Rd)N be a tuple of translation vectors. Here
and throughout we assume that N ≥ 2 is an integer. The tuple ΦA,v = (f1, . . . , fN ) obtained from
the affine mappings fi = f(Ai, vi) is called the affine iterated function system (IFS). Hutchinson
[19] showed that for each ΦA,v there exists a unique non-empty compact set E = EA,v such that

E =
N⋃
i=1

fi(E).

The set EA,v associated to an affine IFS ΦA,v is called self-affine. In the special case where each of
the linear maps Ai is a scalar multiple of an isometry, we call ΦA,v a similitude iterated function
system and the set EA,v self-similar.

The dimension theory of self-similar sets satisfying a sufficient separation condition was completely
resolved by Hutchinson [19]. Without separation, i.e. when the images fi(E) and fj(E) can have
severe overlapping, the problem is more difficult. The most recent progress in this direction is by
Hochman [15, 16]. Among other things, he managed to calculate the Hausdorff dimension of a
self-similar set on the real line under very mild assumptions.

In contrast, the dimension theory of self-affine sets and measures is still far from being fully
understood. Traditionally, while working on the topic, it has been common to focus on specific
subclasses of self-affine sets, for which more methods are available. One such standard subclass
is that of self-affine carpets. In this class special relations between the affine maps are imposed,
which makes the structure of the self-affine set more tractable. For recent results for self-affine
carpets, see [13, 14, 25]. Another method of study and a class of self-affine sets to which it applies
was introduced by Falconer [8] and later extended by Solomyak [32]. They proved that for a fixed
matrix tuple A = (A1, . . . , AN ) ∈ GLd(R)N , with the operator norms ‖Ai‖ strictly less than 1/2,
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Figure 1. The picture illustrates three example cases where some other covering is
more optimal than the one obtained from (1.1). From left to right: ellipses have
severe overlapping, the ellipsis does not contain E all the way, and ellipses are badly
aligned.

the Hausdorff dimension of the self-affine set EA,v, dimH(EA,v), is the affinity dimension of A,

dimaff(A), for LdN -almost all v ∈ (Rd)N . Here Ld is the d-dimensional Lebesgue measure and
the affinity dimension, defined below, is a number depending only on A. A similar result, due to
Jordan, Pollicott, and Simon [20], also holds for self-affine measures.

Let us next give an intuitive explanation for Falconer’s result. It is easy to see that

E =
∞⋂
n=1

⋃
i1,...,in∈{1,...,N}

fi1 ◦ · · · ◦ fin(B(0, R)), (1.1)

where B(0, R) is the closed ball centered at the origin with radius R = maxi∈{1,...,N} |vi|/(1 −
maxi∈{1,...,N} ‖Ai‖) > 0. Since we are interested in the dimension of E we may, by rescaling if
necessary, assume that R = 1. We immediately see from (1.1) that for each fixed n the sets
fi1 ◦ · · · ◦ fin(B(0, 1)) form a cover for the self-affine set. For any A ∈ GLd(R), let 1 > α1(A) ≥
· · · ≥ αd(A) > 0 be the lengths of the principal semiaxes of the ellipse A(B(0, 1)). Observe that
fi1 ◦ · · · ◦ fin(B(0, 1)) is a translated copy of Ai1 · · ·Ain(B(0, 1)). To find the Hausdorff dimension of
E, it is necessary to find optimal covers for E. Natural candidates for such covers come immediately
from (1.1). In R2, we need approximately α1(Ai1 · · ·Ain)/α2(Ai1 · · ·Ain) many balls of radius
α2(Ai1 · · ·Ain) to cover fi1 ◦ · · · ◦ fin(B(0, R)). By the definition of the s-dimensional Hausdorff
measure Hs, it follows that

Hs(E) . lim
n→∞

∑
i1,...,in∈{1,...,N}

α1(Ai1 · · ·Ain)

α2(Ai1 · · ·Ain)
α2(Ai1 · · ·Ain)s

= lim
n→∞

∑
i1,...,in∈{1,...,N}

α1(Ai1 · · ·Ain)α2(Ai1 · · ·Ain)s−1.

The singular value pressure PA of A in this case is

PA(s) = lim
n→∞

1
n log

∑
i1,...,in∈{1,...,N}

α1(Ai1 · · ·Ain)α2(Ai1 · · ·Ain)s−1.

For the complete definition, see (2.3). The function s 7→ PA(s) is strictly decreasing and it has
a unique zero. If PA(s) < 0, then the sum above is strictly less than one for all large enough
n. Therefore, defining dimaff(A) to be the minimum of 2 and s for which PA(s) = 0, we have
dimH(EA,v) ≤ dimaff(A) for all v ∈ (R2)N . The question then becomes, when are the covers
obtained in this way optimal. It is easy to find situations in which some other cover is more efficient;
see Figure 1. Intuitively, since the role of the translation vector is to determine the placement of
the ellipses, Falconer’s result asserts that one never encounters these situations with a random
choice of translation vectors.

Recently, there is an increasing amount of activity in studying the case of general affine iterated
function systems, based neither on the strict structure of the self-affine carpets nor Lebesgue generic
translation vectors. Morris and Shmerkin [27] proved that dimH(EA,v) = dimaff(A), under both
an exponential separation condition on the matrices, that was first introduced by Hochman and
Solomyak [17], and a separation condition on the IFS. An interesting observation is that the result
of Hueter and Lalley [18] can be covered as a special case of [27, Theorem 1.3], and hence, the
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techniques used by Morris and Shmerkin give it an alternative proof. In particular, if a matrix
tuple in GL2(R)N satisfy the dominated splitting condition (for a precise definition, see §2) and
the strong separation condition on the projective line, then it satisfies the exponential separation
condition. Since both the dominated splitting and strong separation conditions are open properties
(i.e. if a matrix tuple satisfies it, then it holds in its open neighbourhood), there exists an open
set, where the exponential separation condition holds in GL2(R)N . In general, the exponential
separation condition holds on a dense Gδσ set in GL2(R)N , but it is unknown whether it is satisfied
by measure theoretically generic tuples of matrices.

Morris and Shmerkin need to further assume that either a so called bunching condition holds, or
argue through an application of a result of Rapaport [29], which assumes that the dimension of
the Furstenberg measure (for the definition, see §3) is large compared to the Lyapunov dimension.
Similarly, Falconer and Kempton [10] prove that dimH(EA,v) = dimaff(A), assuming a positivity
condition on the matrices, a separation condition on the IFS, and a condition on the dimension of
the Furstenberg measure. Both the results of Morris and Shmerkin, and of Falconer and Kempton,
rely on calculating the dimension of the Furstenberg measure and can, with the current knowledge
of Furstenberg measures, only be applied in the plane.

Our approach combines Ledrappier-Young theory, which was recently proven to hold for many
measures on self-affine sets by Bárány and Käenmäki [3, 5], and a transversality argument. Our
results are a natural counterpart to Falconer’s result [8]: we fix the tuple of translation vectors
and investigate the dimension for different choices of matrix tuples. In the same vein as with the
intuitive explanation of Falconer’s result, one expects that, keeping the centers of the ellipses fixed,
a small random change in the shape of the ellipses guarantees that the covers obtained from (1.1)
are optimal. Indeed, in the main results of the paper, Theorems A and B, we fix a tuple of distinct

translation vectors v ∈ (Rd)N , and show that dimH(EA,v) = dimaff(A) for Ld2N -almost all A in
a large open set of matrix tuples. Notably, a separation condition holds in this open set and for
d ≥ 3 we also need to impose a totally dominated splitting condition (see (2.6)) on the matrices.
The sharpness and possible extensions are discussed in Remarks 2.2 and 3.6.

A key ingredient in the proof is a verifiable transversality condition, which we call the modified
transversality condition, which we introduce in a general setting in §3. This condition allows
us to calculate the Hausdorff dimension of self-affine sets and measures through the Ledrappier-
Young formula. Therefore, in order to prove the main theorems it suffices to verify the modified
transversality condition in the particular setups. We note that the method for calculating dimensions
of measures on self-affine sets, as described in §3, is rather general, and immediately applies to give
stronger results, if there are improvements on the existing results on Ledrappier-Young theory and
transversality arguments that the proofs rely on. Another curious feature of our results is that
the planar case is different from the higher dimensional case both in statement and in proof; see
Remark 2.2 for comparison. The planar case is stated in Theorem A and the higher dimensional
case in Theorem B.

Since our proofs do not rely on dimension estimates for the Furstenberg measures, our results
hold not only for dimensions of self-affine sets but also self-affine measures, and for any ambient
space Rd, not just in the plane. Furthermore, our results hold for an open set of matrix tuples
even in parts of the space where the Furstenberg measure has a small dimension compared to the
Lyapunov dimension, namely, when the bunching condition does not hold; see Remark 2.3. This is
in stark contrast to the earlier works.

The remainder of the paper is organized as follows. In §2, we give a detailed explanation of the
setting and state our main results. We explore in §3 how the Hausdorff dimension of an ergodic
measure satisfying the Ledrappier-Young formula can be calculated under a modified self-affine
transversality condition. In §4, we prove an analogous result for self-affine sets. Finally, the proof
of Theorem A is given in §5 and Theorem B is proved in §6.
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2. Preliminaries and statements of main results

Let Σ be the set of one-sided words of symbols {1, . . . , N} with infinite length, i.e. Σ =

{1, . . . , N}N. Let us denote the left-shift operator on Σ by σ. Let the set of words with finite length
be Σ∗ =

⋃∞
n=0 {1, . . . , N}

n with the convention that the only word of length 0 is the empty word ∅.
The set Σn = {1, . . . , N}n is the collection of words of length n. Denote the length of i ∈ Σ∪Σ∗ by
|i|, and for finite or infinite words i and j, let i ∧ j be their common beginning. The concatenation
of two words i and j is denoted by ij. We define the cylinder sets of Σ in the usual way, that is, by
setting

[i] = {j ∈ Σ : i ∧ j = i} = {ij ∈ Σ : j ∈ Σ}
for all i ∈ Σ∗. For a word i = (i1, . . . , in) with finite length let fi be the composition fi1 ◦ · · · ◦ fin
and Ai be the product Ai1 · · ·Ain . For i ∈ Σ ∪ Σ∗ and n < |i|, let i|n be the first n symbols of i.
Let i|0 = ∅, A∅ be the identity matrix, and f∅ be the identity function. Finally, we define the
natural projection π = πA,v : Σ→ EA,v by setting

π(i) =
∞∑
k=1

Ai|k−1
vik (2.1)

for all i ∈ Σ. Note that E =
⋃

i∈Σ π(i).
Denote by αi(A) the i-th largest (counting with multiplicity) singular value of a matrix A ∈

GLd(R), i.e. the positive square root of the i-th eigenvalue of AAT , where AT is the transpose
of A. We note that α1(A) is the usual operator norm ‖A‖ induced by the Euclidean norm on
Rd and αd(A) is the mininorm m(A) = ‖A−1‖−1. We say that A is contractive if ‖A‖ < 1.
For a given tuple A = (A1, . . . , AN ) ∈ GLd(R)N we also set ‖A‖ = maxi∈{1,...,N} ‖Ai‖ and
m(A) = mini∈{1,...,N}m(Ai). Following Falconer [8], we define the singular value function ϕs of a
matrix A by setting

ϕs(A) =

{
α1(A) · · ·αbsc(A)αdse(A)s−bsc, if 0 ≤ s ≤ d,
|detA|s/d, if s > d.

The singular value function satisfies

ϕs(AB) ≤ ϕs(A)ϕs(B)

for all A,B ∈ GLd(R). Moreover, if (A1, . . . , AN ) ∈ GLd(R)N , then

ϕs(Ai)m(A)δ|i| ≤ ϕs+δ(Ai) ≤ ϕs(Ai)‖A‖δ|i| (2.2)

for all i ∈ Σ∗ and s, δ ≥ 0.
For a tuple A = (A1, . . . , AN ) ∈ GLd(R)N of contractive non-singular d×d matrices the function

PA : [0,∞)→ R defined by

PA(s) = lim
n→∞

1
n log

∑
i∈Σn

ϕs(Ai) (2.3)

is called the singular value pressure. It is well-defined, continuous, strictly decreasing on [0,∞),
and convex between any two integers. Moreover, PA(0) = logN and lims→∞ PA(s) = −∞. Let us
denote by dimaff A the minimum of d and the unique root of the singular value pressure function
and call it the affinity dimension.

If µ is a Radon measure on Rd, then the upper and lower local dimensions of µ at x are defined
by

dimloc(µ, x) = lim sup
r↓0

logµ(B(x, r))

log r
and dimloc(µ, x) = lim inf

r↓0

logµ(B(x, r))

log r
,

respectively. The measure µ is exact-dimensional if

ess infx∼µ dimloc(µ, x) = ess supx∼µ dimloc(µ, x).
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In this case, the common value is denoted by dimµ. The above quantities are naturally linked to
set dimensions. For example, the lower Hausdorff dimension of the measure µ is

dimH µ = ess infx∼µ dimloc(µ, x) = inf{dimHA : A is a Borel set with µ(A) > 0}.
Here dimHA is the Hausdorff dimension of the set A. For more detailed information, the reader is
referred to [9].

Fix a probability vector p = (p1, . . . , pN ) ∈ (0, 1)N and denote the product pi1 · · · pin by pi for
all finite words i = (i1, . . . , in). Let νp be the corresponding Bernoulli measure on Σ. It is uniquely
defined by setting νp([i]) = pi for all i ∈ Σ∗. It is easy to see that νp is σ-invariant and ergodic.
We say that ν on Σ is a step-n Bernoulli measure if it is a Bernoulli measure on (Σn)N for some
probability vector from (0, 1)N

n
. Furthermore, we say that a measure ν on Σ is quasi-Bernoulli if

there is a constant C ≥ 1 such that

C−1ν([i])ν([j]) ≤ ν([ij]) ≤ Cν([i])ν([j])

for all i, j ∈ Σ∗. The entropy of a σ-invariant measure ν on Σ is

hν = − lim
n→∞

1
n

∑
i∈Σn

ν([i]) log ν([i]). (2.4)

Note that the entropy of a Bernoulli measure νp is given by hp = −
∑N

i=1 pi log pi.
If νp is a Bernoulli measure and ΦA,v is an affine iterated function system, then the push-down

measure µA,v,p = πA,vνp = νp ◦ (πA,v)−1 is called self-affine. It is well known that the self-affine
measure µ = µA,v,p satisfies

µ =

N∑
i=1

pifiµ.

We say that A ∈ GLd(R)N satisfies the totally dominated splitting condition if there exist constants
C ≥ 1 and 0 < τ < 1 such that for every i ∈ {1, . . . , d− 1} either

αi+1(Ai)

αi(Ai)
≤ Cτ |i| (2.5)

for every i ∈ Σ∗ or
αi+1(Ai)

αi(Ai)
> C−1

for every i ∈ Σ∗. By Bochi and Gourmelon [7, Theorem B], the set

D = {A ∈ GLd(R)N : (2.5) holds for every i ∈ {1, . . . , d}}. (2.6)

is an open subset of GLd(R)N .
If ν is an ergodic probability measure on Σ, then, by Oseledets’ theorem, there exist constants

0 < χ1(A, ν) ≤ · · · ≤ χd(A, ν) <∞ such that

χi(A, ν) = − lim
n→∞

1
n logαi(Ai1 · · ·Ain) (2.7)

for ν-almost every i ∈ Σ. The numbers χi(A, ν) are called the Lyapunov exponents of A with
respect to ν. The Lyapunov exponents of A with respect to a Bernoulli measure νp are denoted by
χi(A,p). Furthermore, let us define the Lyapunov dimension of ν by

dimL ν = min
k∈{0,...,d}

{
k +

hν −
∑k

j=1 χj(A, ν)

χk+1(A, ν)
, d

}
.

The Lyapunov dimension of the projected measure πν on EA,v is defined by setting dimL πν = dimL ν.
Käenmäki [21, Theorems 2.6 and 4.1] proved the existence of ergodic equilibrium states. If
s = dimaff A ≤ d, then an ergodic s-equilibrium state µ of A on Σ is defined by the equality

hµ = − lim 1
n

∑
i∈Σn

µ([i]) logϕs(Ai) =

bsc∑
j=1

χj(A, µ) + (s− bsc)χdse(A, µ). (2.8)
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Here the second equality follows from Kingman’s ergodic theorem. It is easy to see that such an
s-equilibrium state is a measure of maximal Lyapunov dimension.

Bárány and Käenmäki recently proved in [5, Theorem 2.3] that the self-affine measure µA,v,p
is exact-dimensional regardless of the choices of A, v, and p provided that all the corresponding
Lyapunov exponents are distinct. Furthermore, they showed that if A satisfies the totally dominated
splitting condition, then the image of any quasi-Bernoulli measure under πA,v is exact-dimensional
regardless of the choice of v; see [5, Theorem 2.6].

Let us next state the main results of the article. Let Ld be the d-dimensional Lebesgue measure
and dimM be the upper Minkowski dimension. We define ‖v‖ = maxi∈{1,...,N} |vi| and recall that
‖A‖ = maxi∈{1,...,N} ‖Ai‖.

Theorem A. Suppose that v = (v1, . . . , vN ) ∈ (R2)N is such that vi 6= vj for i 6= j and

Av =

{
A ∈ GL2(R)N : 0 < max

i 6=j

‖Ai‖+ ‖Aj‖
|vi − vj |

· ‖v‖
1− ‖A‖

<

√
2

2

}
. (2.9)

Then
dimHEA,v = dimMEA,v = dimaff A

for L4N -almost all A ∈ Av. Moreover, for every probability vector p ∈ (0, 1)N the corresponding
self-affine measure µ = µA,v,p satisfies

dimµ = dimL µ = min

{
hp

χ1(A,p)
, 1 +

hp − χ1(A,p)

χ2(A,p)

}
for L4N -almost all A ∈ Av.

Note that matrix tuples in Av are contractive. In higher dimensions, our result is the following.

Theorem B. Suppose that d ∈ N is such that d ≥ 3, v = (v1, . . . , vN ) ∈ (Rd)N is such that vi 6= vj
for i 6= j, and

A′v =

{
A ∈ GLd(R)N : 0 < max

i 6=j

‖Ai‖+ ‖Aj‖
|vi − vj |

· ‖v‖
1− ‖A‖

<
2√
3
− 1

}
. (2.10)

Then for every probability vector p ∈ (0, 1)N the corresponding self-affine measure µ = µA,v,p
satisfies

dimµ = dimL µ = min
k∈{0,...,d}

{
k +

hp −
∑k

j=1 χj(A,p)

χk+1(A,p)
, d

}
for Ld2N -almost all A ∈ A′v. Moreover,

dimH µA = dimHEA,v = dimMEA,v = dimaff A

for Ld2N -almost all A ∈ A′v ∩D, where D is as in (2.6) and µA is an ergodic s-equilibrium state of
A for s = dimaff A.

Let us show that the equilibrium states in Theorem B are quasi-Bernoulli.

Lemma 2.1. For Ld2N -almost every A ∈ A′v ∩ D the unique s-equilibrium state of A is quasi-
Bernoulli for s = dimaff(A).

Proof. By [23, Propositions 3.4 and 3.6], for Ld2N -almost every A ∈ GLd(R)N , the s-equilibrium
state of A for s = dimaff A is unique and satisfies the following Gibbs property: there exists a
constant C ≥ 1 such that

C−1ϕs(Ai) ≤ µ([i]) ≤ Cϕs(Ai)

for all i ∈ Σ∗. By [7, Theorem B] and [12, Lemma 2.1], for each A ∈ D, there exists a constant
C ′ > 0 such that

C ′ϕs(Ai)ϕ
s(Aj) ≤ ϕs(Aij)

for all i, j ∈ Σ∗. The statement of the lemma follows. �
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Figure 2. The condition (2.9) requires that the images of the unit ball under fi are
separated away from each other as in the picture: if the ellipses are rotated around
their centers, they still stay inside a cone having an angle at most π/2.

Remark 2.2. We emphasize that the methods used to prove Theorems A and B are significantly
different. At first, the higher dimensional exact dimensionality result for quasi-Bernoulli measures
(the Ledrappier-Young formula to be more precise) of Bárány and Käenmäki [5] requires the totally
dominated splitting condition, which is why we restrict our matrix tuples to the set D. Very recently,
Feng [personal communication] has informed the authors that the Ledrappier-Young formula holds
also without totally dominated splitting. By relying on this, one could improve Theorem B by
replacing A′v ∩ D by A′v. Secondly, the transversality argument used in the higher dimensional
case is different from the two-dimensional case. Curiously, the higher dimensional transversality
argument requires the dimension to be at least three, so it cannot be used in the two-dimensional
case. This difference is also the reason why we use different upper bounds in the definitions of Av

and A′v. Currently we do not know if the upper bound 2/
√

3− 1 used in (2.10) can be replaced by
the upper bound

√
2/2 used in (2.9). The sharpness of the methods used in our proofs is discussed

in Remark 3.6.

Remark 2.3. Many of the recent works on dimensions of self-affine sets and measures (see e.g.
[5, 6, 27, 29]) rely on properties of the Furstenberg measure (for definitions, see §3) and on the
exceptional sets of the dimension of orthogonal projections. We remark that the result of Bárány
and Rams [6] is the first result in the direction of almost every matrices. However, Theorem A
covers situations that cannot be addressed by using this approach. Even though the condition (2.9)
is rather restrictive (for example, we will see in Lemma 2.4 that it implies that the images fi(E)
are disjoint, i.e. ΦA,v satisfies the strong separation condition) Theorem A introduces a checkable
condition for an affine iterated function system to satisfy the desired dimension result. This is in
contrast to, for example, [5, Corollaries 2.7 and 2.8] where the claim for the self-affine measure µ in
Theorem A holds provided that the strong separation condition holds and the dimension of µ does
not drop when projected to orthogonal complements of Furstenberg typical lines. The condition
(2.9) can be illustrated via Lemma 3.7 as in Figure 2.

We will next exhibit an open set of matrices that satisfy the assumptions of Theorem A, but do
not satisfy the projection condition of [5]. Consider an affine iterated function system consisting of
three mappings x 7→ Aix+ vi. Let the translation vectors vi be equidistributed on the unit circle,
that is, |vi| = 1 and |vi − vj | =

√
3 for all i 6= j. It is easy to see that if ‖Ai‖ <

√
6/(4 +

√
6) =: η

for all i, then A ∈ Av. Since η > 1/3 we find an open set of three matrices such that all elements
are strictly positive, the Furstenberg measure is supported on a Cantor set having dimension less
than 1/2, and the affinity dimension is between 1 and 3/2. Recalling [5, Corollary 2.9], we see
that this case does not satisfy the projection condition. Also, this example is outside of the scope
of Morris and Shmerkin [27, Theorems 1.2 and 1.3], since the affinity dimension is less than 3/2
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and, as the affinity dimension is strictly larger than the dimension of the Furstenberg measure, the
bunching condition does not hold either.

In the next lemma, we note that the strong separation condition follows from the conditions
(2.9) and (2.10). Denote by O(d) the orthogonal group of matrices G ∈ GLd(R) with GTG = I.
For G ∈ O(d), we denote the vector (Gv1, . . . , Gvd) by G(v).

Lemma 2.4. Let v = (v1, . . . , vN ) ∈ (Rd)N be such that vi 6= vj for i 6= j and A = (A1, . . . , AN ) ∈
Av ∪ A′v. The affine iterated function system ΦA,G(v) satisfies the strong separation condition for
all G ∈ O(d).

Proof. By definition, it is easy to see that

|πA,G(v)(i)| ≤
‖v‖

1− ‖A‖
for every i ∈ Σ and G ∈ O(d). If i, j ∈ Σ are such that i|1 6= j|1, then, by either (2.9) or (2.10),

|πA,G(v)(i)− πA,G(v)(j)| ≥ |Gvi1 −Gvj1 | − |Ai1πA,G(v)(σ(i))−Aj1πA,G(v)(σ(j))|

≥ |vi1 − vj1 | − (‖Ai1‖+ ‖Aj1‖)
‖v‖

1− ‖A‖
> 0.

This shows that the strong separation condition holds in both cases, proving the claim. �

Very recently, after this article was finished, Bárány, Hochman, and Rapaport [4] showed that
the dimension of planar self-affine measures is equal to the Lyapunov dimension if the strong open
set condition holds and the matrix tuple is strongly irreducible. Furthermore, we point out that,
under the assumption that (v1, . . . , vN ) is linearly independent (which, in particular, forces N ≤ d),
one can prove the result of Theorem B for every ergodic measure.

Proposition 2.5. Suppose that v = (v1, . . . , vN ) ∈ (Rd)N is linearly independent and

At = {(A1, . . . , AN ) ∈ GLd(R)N : ‖Ai‖ < t for all i ∈ {1, . . . , N}}
for all t > 0. Then every ergodic probability measure ν on Σ satisfies

dimπA,vν = dimL ν = min
k∈{0,...,d}

{
k +

hp −
∑k

j=1 χj(A, ν)

χk+1(A, ν)
, d

}
for Ld2N -almost all A ∈ A1/2. Moreover,

dimHEA,v = dimMEA,v = dimaff A

for Ld2N -almost all A ∈ A1/2.

Proof. By Jordan, Pollicott, and Simon [20, Theorem 1.9], for every A ∈ A1/2 there exists

XA ⊂ (Rd)N such that

LdN ((Rd)N \XA) = 0,

and for every v ∈ XA, dimπA,vν = dimL ν. Thus, by applying Fubini’s Theorem on the space

(Rd)N ×A1/2 with the measure LdN ×Ld2N , there exists X ⊂ (Rd)N such that LdN ((Rd)N \X) = 0,

and for every v ∈ X there exists Yv ⊂ A1/2 such that Ld2N (A1/2 \ Yv) = 0, and for every A ∈ Yv,
dimπA,vν = dimL ν.

Let v = (v1, . . . , vN ) be linearly independent. Thus, for any linearly independent v′ ∈ (Rd)N ,
there exists a unique B ∈ GLd(R) such that B(v) = (Bv1, . . . , BvN ) = v′. Moreover,

dimπB−1(A),vν = dimπA,B(v)ν,

for all A ∈ GLd(Rd)N , where B−1(A) = (B−1A1B, . . . , B
−1ANB). To verify this claim, consult

Lemma 3.7. It is easy to see that B−1 : GLd(Rd)N → GLd(Rd)N is a bi-Lipschitz mapping and that

Aαd(B)t/α1(B) ⊂ B−1(At) ⊂ Aα1(B)t/αd(B).
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Hence, for every v′ ∈ X there exists B ∈ GLd(Rd) such that B(v) = v′ and thus, for every
A ∈ YB(v) it holds that

dimπB−1(A),vν = dimL ν.

In particular, dimπA,vν = dimL ν for Ld2N -almost all A ∈ Aαd(B)/(2α1(B)). Since X has full
measure, and therefore is dense, there exists a sequence of such B’s converging to the identity,
which implies the first half of the assertion. The second half follows by a similar argument. �

3. Modified self-affine transversality

This section is devoted to proving that for measures, which satisfy the Ledrappier-Young formula,
the dimension of the measure is equal to the Lyapunov dimension for almost every matrix tuple
whenever the modified self-affine transversality condition, defined below, holds.

Let us denote the Grassmannian of k-planes in Rd by G(d, k). If V ∈ G(d, k), then V ⊥ ∈ G(d, d−k)
is the subspace orthogonal to V . For A ∈ GLd(R) let ‖A|V ‖ be the operator norm of A restricted
to V defined by ‖A|V ‖ = supv∈V |Av|/|v| and m(A|V ) the mininorm of A restricted to V defined
by m(A|V ) = infv∈V |Av|/|v|.

Let ν be an ergodic σ-invariant measure on Σ and let A = (A1, . . . , AN ) ∈ GLd(R)N . We

say that µd,kF is the (d, k)-Furstenberg-measure with respect to ν and A if µd,kF × ν is an ergodic
T -invariant measure, where

T : G(d, k)× Σ→ G(d, k)× Σ, (V, i) 7→ (A−1
i0
V, σ(i)),

and furthermore,

lim
n→∞

1
n logm(A−1

in
· · ·A−1

i0
|V ) = χd−k+1(A, ν) (3.1)

for µd,kF × ν-almost all (V, i) ∈ G(d, k)× Σ.

Lemma 3.1. Let ν be an ergodic measure on Σ and let A = (A1, . . . , AN ) ∈ GLd(R)N be a tuple

of contractive matrices. Assume that the (d, d− k)-Furstenberg measure µd,d−kF with respect to ν
and A exists for some k ∈ {1, . . . , d− 1}. Then

− lim
n→∞

1
n logϕs(projV ⊥ Ai|n) =

bsc∑
j=1

χj(A, ν) + (s− bsc)χdse(A, ν)

for all 0 ≤ s ≤ k and for µd−kF × ν-almost all (V, i) ∈ G(d, d− k)× Σ.

Proof. Notice that if A ∈ GLd(R) and ` < s ≤ `+ 1, then ϕs(A) = ‖A∧`‖`+1−s‖A∧(`+1)‖s−` and
ϕs(A) = ϕs(AT ); for example, see [24, §3.4]. Thus, it is enough to show that

− lim
n→∞

1
n log ‖((Ai|n)T projV ⊥)∧`‖ =

∑̀
j=1

χj(A, ν)

and the corresponding limit for `+ 1 hold for µd−kF × ν-almost all (V, i) ∈ G(d, d− k)× Σ. It is

easy to see that (projV ⊥)∧` = proj∧`V ⊥ and ‖((Ai|n)T )∧` proj∧`V ⊥ ‖ = ‖((Ai|n)T )∧`| ∧` V ⊥‖. Since
k ≥ `+ 1, it suffices to show that

− lim
n→∞

1
n log ‖((Ai|n)T )∧k| ∧k V ⊥‖ =

k∑
j=1

χj(A, ν) (3.2)

for µd−kF × ν-almost all (V, i) ∈ G(d, d− k)× Σ. By the Oseledets’ decomposition, this implies that
the corresponding limit holds for all values in {1, . . . , k}.

We denote the Hodge star operator between ∧kRd and ∧d−kRd by ∗. Let {e1, . . . , ed} be the
standard orthonormal basis of Rd. The operator ∗ is the bijective linear map satisfying

∗(ei1 ∧ · · · ∧ eik) = sgn(i1, . . . , id)eik+1
∧ · · · ∧ eid
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for all 1 ≤ i1 < · · · < ik ≤ d, where 1 ≤ ik+1 < · · · < id ≤ d are such that {ik+1, . . . , id} =
{1, . . . , d} \ {i1, . . . , ik}, and sgn(i1, . . . , id) = 1 if (i1, . . . , id) is an even permutation of {1, . . . , d}
and sgn(i1, . . . , id) = −1 otherwise. Recall that the inner product on ∧kRd is defined by setting

〈v,w〉 = ∗(v ∧ ∗w) for all v,w ∈ ∧kRd. It is straightforward to see that ∗(∗v) = (−1)k(d−k)v and

v ∧ ∗w = (−1)k(d−k) ∗v ∧w for all v, w ∈ ∧kRd and hence, ‖v‖ = ‖ ∗v‖ for all v ∈ ∧kRd. For a more
detailed treatment, the reader is referred e.g. to [24, §3.2].

Observe first that if A ∈ GLd(R) and the vectors v,w ∈ Rd are perpendicular, then also the
vectors AT v,A−1w ∈ Rd are perpendicular. Let v1, . . . , vd−k be an orthonormal basis of V and
vd−k+1, . . . , vd be an orthonormal basis of V ⊥. Moreover, let g1, . . . , gd−k and g′1, . . . , g

′
k be the

vectors obtained from the Gram-Schmidt orthogonalization of (Ai|n)−1v1, . . . , (Ai|n)−1vd−k and

(Ai|n)T vd−k+1, . . . , (Ai|n)T vd, respectively. This means that

g1 = (Ai|n)−1v1,

g2 = (Ai|n)−1v1 − c1,1g1,

...

gd−k = (Ai|n)−1vd−k − cd−k,1g1 − · · · − cd−k,d−k−1gd−k−1

and

g′1 = (Ai|n)T vd−k+1,

g′2 = (Ai|n)T vd−k+2 − c′1,1g′1,
...

g′k = (Ai|n)T vd − c′k,1g′1 − · · · − ck,k−1g
′
k−1

with appropriate choices of the constants ci,j and c′i,j . Hence,

(Ai|n)−1v1 ∧ · · · ∧ (Ai|n)−1vd−k = g1 ∧ · · · ∧ gd−k

and

(Ai|n)T vd−k+1 ∧ · · · ∧ (Ai|n)T vd = g′1 ∧ · · · ∧ g′k,

and {g1, . . . , gd−k, g
′
1, . . . , g

′
k} is an orthogonal basis of Rd. Therefore,

0 6= (g1 ∧ · · · ∧ gd−k) ∧ (g′1 ∧ · · · ∧ g′k) = 〈g1 ∧ · · · ∧ gd−k, ∗(g′1 ∧ · · · ∧ g′k)〉e1 ∧ · · · ∧ ed.

Since any g′i is perpendicular to any gj , we must have

∗(g′1 ∧ · · · ∧ g′k) = Cg1 ∧ · · · ∧ gd−k

for some constant C > 0. Since

det(Ai|n)T v1 ∧ · · · ∧ vd = ((Ai|n)T v1 ∧ · · · ∧ (Ai|n)T vd−k) ∧ ((Ai|n)T vd−k+1 ∧ · · · ∧ (Ai|n)T vd)

= 〈(Ai|n)T v1 ∧ · · · ∧ (Ai|n)T vd−k, ∗((Ai|n)T vd−k+1 ∧ · · · ∧ (Ai|n)T vd)〉e1 ∧ · · · ∧ ed
= C〈(Ai|n)T v1 ∧ · · · ∧ (Ai|n)T vd−k, (Ai|n)−1v1 ∧ · · · ∧ (Ai|n)−1vd−k〉e1 ∧ · · · ∧ ed
= C〈v1 ∧ · · · ∧ vd−k, v1 ∧ · · · ∧ vd−k〉e1 ∧ · · · ∧ ed
= Ce1 ∧ · · · ∧ ed
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we have |C| = |det(Ai|n)T |. Therefore, by (3.1) and the Oseledets’ decomposition,

d∑
j=k+1

χj(A, ν) = lim
n→∞

1
n log ‖((Ai|n)−1)∧(d−k)| ∧d−k V ‖

= lim
n→∞

1
n log ‖(Ai|n)−1v1 ∧ · · · ∧ (Ai|n)−1vd−k‖

= lim
n→∞

1
n log

‖ ∗((Ai|n)T vd−k+1 ∧ · · · ∧ (Ai|n)T vd)‖
det(Ai|n)T

= lim
n→∞

1
n log ‖(Ai|n)T vd−k+1 ∧ · · · ∧ (Ai|n)T vd‖+

d∑
j=1

χj(A, ν)

= lim
n→∞

1
n log ‖((Ai|n)T )∧k| ∧k V ‖+

d∑
j=1

χj(A, ν)

for µd−kF × ν-almost every (V, i) ∈ G(d, d− k)× Σ. This completes the proof of the lemma. �

Let A ∈ GLd(R)N be a tuple of contractive matrices and v = (v1, . . . , vN ) ∈ (Rd)N . Let U be a
parameter space equipped with a measure m such that each u ∈ U is a mapping u : Rd → Rd. We
will use this parametrised family of mappings to modify the self-affine iterated function system
ΦA,v by replacing it with ΦA,u(v), where u(v) = (u(v1), . . . , u(vN )). We say that the pair (U ,m)
satisfies the modified self-affine transversality condition for A, if there exists a constant C > 0 such
that for every proper subspace V of Rd and t > 0 it holds that

m({u ∈ U : | projV πA,u(v)(i)− projV πA,u(v)(j)| < t}) ≤ C
dimV∏
i=1

min

{
1,

t

αi(projV Ai∧j)

}
for all i, j ∈ Σ with i 6= j. We note that if V = Rd, then this condition is the self-affine transversality
condition of Jordan, Pollicott and Simon [20].

Lemma 3.2. Let v ∈ (Rd)N and A = (A1, . . . , AN ) ∈ GLd(R)N be a tuple of contractive matrices.
If (U ,m) satisfies the modified transversality condition for A, then there exists a constant C > 0
such that ∫

dm(u)

|projV (πA,u(v)(i))− projV (πA,u(v)(j))|s
≤ C

ϕs(projV Ai∧j)

for every proper subspace V of Rd and for all 0 ≤ s < dimV .

Proof. The proof is a slight modification of the proof of [20, Lemma 4.5] and hence omitted. �

We will use the above lemma in the proof of the following proposition which is a key observation
related to the modified self-affine transversality condition.

Proposition 3.3. Let v ∈ (Rd)N , A = (A1, . . . , AN ) ∈ GLd(R)N be a tuple of contractive matrices,

and ν be an ergodic measure on Σ. Assume that the (d, d − k)-Furstenberg measure µd,d−kF with
respect to ν and A exists for all k ∈ {1, . . . , d − 1}. If (U ,m) satisfies the modified self-affine
transversality condition for A, then

dimH projV ⊥ πA,u(v)ν = min{k,dimL ν}

for µd,d−kF -almost all V ∈ G(d, d− k), for all k ∈ {1, . . . , d− 1}, and for m-almost all u ∈ U .

Proof. To simplify notation, we denote χj(A, ν) by χj and πA,u(v) by πu. Let s < min{dimL ν, k}.
By standard methods, it suffices to show that for ν-almost every i ∈ Σ it holds that∫

|projV ⊥ πu(i)− projV ⊥ πu(j)|−s dν(j) <∞
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for µd,d−kF -almost all V ∈ G(d, d − k) and m-almost all u ∈ U . For this to hold, it is enough
to prove that for every ε > 0 small enough there exist sets E1 ⊂ Σ with ν(E1) > 1 − ε and

E2 ⊂ G(d, d− k)× Σ with µd−kF × ν(E2) > 1− ε such that∫∫∫
dν|E1(i) d(µd,d−kF × ν)|E2(V, j) dm(u)

|projV ⊥ πu(i)− projV ⊥ πu(j)|s
<∞.

Fix 0 < ε < χdse(dimL ν − s)/2. By Egorov’s Theorem, Shannon-McMillan-Breiman Theorem,
and Lemma 3.1, there exist C ≥ 1, E1 ⊂ Σ with ν(E1) > 1− ε, and E2 ⊂ G(d, d− k)× Σ with

µd−kF × ν(E2) > 1− ε such that

C−1e−n(hν+ε) ≤ ν([i|n]) ≤ Ce−n(hν−ε),

C−1e−n(χ1+···+χbsc+(s−bsc)χdse+ε) ≤ ϕs(projV ⊥ Aj|n) ≤ Ce−n(χ1+···+χbsc+(s−bsc)χdse−ε)

for every i ∈ E1 and (V, j) ∈ E2. By Fubini’s Theorem and Lemma 3.2, we have∫∫∫
dν|E1(i) d(µd,d−kF × ν)|E2(V, j) dm(u)

| projV ⊥ πu(i)− projV ⊥ πu(j)|s
=

∫∫∫
dm(u) dν|E1(i) d(µd,d−kF × ν)|E2(V, j)

| projV ⊥ πu(i)− projV ⊥ πu(j)|s

≤ C ′
∫∫

d(µd,d−kF × ν)|E2(V, j) dν|E1(i)

ϕs(projV Ai∧j)

for some constant C ′ > 0. By decomposing the space Σ×G(d, d− k) into {i} ×G(d, d− k) and⋃∞
n=0 {j : |i ∧ j| = n} ×G(d, d− k), we get

C ′
∫∫

d(µd,d−kF × ν)|E2(V, j) dν|E1(i)

ϕs(projV Ai∧j)

≤ CC ′
∞∑
n=0

∫
en(χ1+···+χbsc+(s−bsc)χdse+ε)(µd,d−kF × ν)|E2(G(d, d− k)× [i|n]) dν|E1(i)

= CC ′
∞∑
n=0

en(χ1+···+χbsc+(s−bsc)χdse+ε)
∑
|k|=n

(µd,d−kF × ν)|E2(G(d, d− k)× [k])ν|E1([k])

≤ C2C ′
∞∑
n=0

en(χ1+···+χbsc+(s−bsc)χdse+ε)e−n(hν−ε)
∑
|k|=n

(µd,d−kF × ν)|E2(G(d, d− k)× [k])

≤ C2C ′
∞∑
n=0

en(χ1+···+χbsc+(s−bsc)χdse+ε)e−n(hν−ε)

Since sχdse < χdse dimL ν − 2ε = bscχdse + hν −
∑bsc

j=1 χj − 2ε we have finished the proof. �

We say that an ergodic measure ν on Σ satisfies the Ledrappier-Young formula for a tuple
A = (A1, . . . , AN ) ∈ GLd(R) of contractive matrices if

dimπA,vν =

d−1∑
k=1

χk+1(A, ν)− χk(A, ν)

χd(A, ν)
dim projV ⊥k

πA,vν +
hν −HA,v,ν

χd(A, ν)

for all v ∈ (Rd)N and for µ1
F ×· · ·×µ

d−1
F -almost all (V1, . . . , Vd−1) ∈ G(d, 1)×· · ·×G(d, d−1). Here

HA,v,ν denotes the conditional entropy defined in [5, §2]. We omit its definition since HA,v,ν = 0 in
our considerations; see [5, Corollary 2.8].

Lemma 3.4. If a Bernoulli measure ν on Σ has simple Lyapunov spectrum, then ν satisfies the
Ledrappier-Young formula. Moreover, every ergodic quasi-Bernoulli measure ν on Σ satisfies the
Ledrappier-Young formula for every tuple A ∈ GLd(R)N of contractive matrices satisfying the
totally dominated splitting condition.

Proof. The claims follow immediately from [5, Theorems 2.3 and 2.6]. �
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The next theorem shows that, under the strong separation condition, the Ledrappier-Young
formula and the modified self-affine transversality condition together guarantee the desired dimension
formula.

Theorem 3.5. Let v ∈ (Rd)N and ν be an ergodic measure on Σ satisfying the Ledrappier-Young
formula for a tuple A ∈ GLd(R)N of contractive matrices. Assume that (U ,m) satisfies the modified
self-affine transversality condition for A. If ΦA,u(v) satisfies the strong separation condition for all
u ∈ U or dimL ν ≤ d− 1, then

dimπA,u(v)ν = dimL ν

for m-almost all u ∈ U .

Proof. By the Ledrappier-Young formula and Proposition 3.3, we have

dimπA,u(v)ν =
d−1∑
k=1

χk+1(A, ν)− χk(A, ν)

χd(A, ν)
dim projV ⊥k

πA,u(v)ν +
hν −HA,u(v),ν

χd(A, ν)

=
d−1∑
k=1

χk+1(A, ν)− χk(A, ν)

χd(A, ν)
min{k, dimL ν}+

hν −HA,u(v),ν

χd(A, ν)

= dimL ν −
HA,u(v),ν

χd(A, ν)

for µ1
F × · · · × µ

d−1
F -almost every (V1, . . . , Vd−1) ∈ G(d, 1) × · · · × G(d, d − 1) and for m-almost

every u ∈ U . If ΦA,u(v) satisfies the strong separation condition, then [5, Corollary 2.8] implies
that HA,u(v),ν = 0 and the claim follows. Furthermore, if dimL µ ≤ d − 1, then, by choosing
a typical V ∈ G(d, 1) in the sense of Proposition 3.3, we have dimL ν = dim projV ⊥ πA,u(v)ν ≤
dimπA,u(v)ν = dimL ν −HA,u(v),ν/χd(A, ν). Therefore HA,u(v),ν = 0 also in this case. �

Remark 3.6. We indicate that some assumptions on the matrix norms in the statement of Theorem
A are necessary, at least for our approach of proof. As we will see in §5, the strategy of the
proof for Theorem A relies heavily on Theorem 3.5. In order to apply Theorem 3.5 on a planar
self-affine system, we only need to check that the strong separation condition and the modified
self-affine transversality condition hold, because by Lemma 3.4 the Ledrappier-Young formula holds
for Bernoulli measures of planar self-affine systems.

We consider the example of Przytycki and Urbański [28, Theorem 8]. They investigate an IFS
ΦA,v with A = (A1, A2), where

Ai =

(
λ 0
0 γ

)
such that λ > 1/2 > γ and λ−1 is a Pisot number, and v = {(0, 0), (1− λ, 1− γ)}. They prove
that in this case, for the equidistributed Bernoulli measure µ, dimH πµ < dimL µ. Notice that here,
the strong separation condition holds for ΦA,v and by varying λ and γ we can break the condition
(2.9).

We will see in Lemma 5.2 below that for any system satisfying the condition (2.9) the modified
self-affine transversality condition does hold for O(d) equipped with the Haar measure (recall that
O(d) ⊂ GL2(R) denotes the orthogonal group). However, this is not the case here. For G ∈ O(d),
the Furstenberg measure for the system ΦA,G(v) is the Dirac measure supported on V = span{(0, 1)}
and dimH projV ⊥ πGµ < 1. Therefore dimH πGµ < dimL µ for all G ∈ O(d). Observe that therefore
the claim of Theorem 3.5 does not hold, and consequently, the modified self-affine transversality
condition does not hold.

We say that two affine iterated function systems Φ and Ψ are equivalent if the self-affine set
of Ψ is an isometric copy of the self-affine set of Φ. This equivalence obviously preserves all the
dimensional and separation properties of the self-affine set.

Let η > 0 and m be a probability measure on a group U contained in {u ∈ GLd(R) : η < αd(u) ≤
α1(u) < η−1}. Notice that all the eigenvalues of the matrices in U are one in modulus. We will
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introduce a method which allows us to handle matrices as parameters when using the modified
self-affine transversality condition. If u ∈ U and A = (A1, . . . , AN ) ∈ GLd(R)N , then we define
u(A) = (u−1A1u, . . . , u

−1ANu). Recall that u(v) = (uv1, . . . , uvN ) for v = (v1, . . . , vN ) ∈ (Rd)N .

Lemma 3.7. If v ∈ (Rd)N and A ∈ GLd(R)N , then the affine iterated function systems Φu(A),v

and ΦA,u(v) are equivalent for all u ∈ U .

Proof. Recall that f(A, v) is the affine mapping x 7→ Ax+ v. Let A = (A1, . . . , AN ) ∈ GLd(R)N

and v = (v1, . . . , vN ) ∈ (Rd)N . Clearly, for each x ∈ Rd we have

f(u−1Aiu, vi)(x) = f(u−1, 0)(f(Ai, u(vi))(f(u, 0)(x)))

and f(u−1, 0)(f(u, 0)(x)) = x. Thus, Φu(A),v and ΦA,u(v) are equivalent. �

We define a partition of GLd(R)N by setting an equivalence relation on GLd(R)N as follows: if
A,B ∈ GLd(R)N , then we say that A ∼ B if and only if there exists u ∈ U such that B = u(A).
Since U is a group ∼ defines an equivalence relation. Hence

P(A) = {B ∈ GLd(R)N : A ∼ B}.
is a partition of GLd(R)N . Since GLd(R)N equipped with the distance d(A,B) = maxi ‖Ai −Bi‖
is a separable metric space (matrix tuples with rational entries form a countable dense subset),
the σ-algebra B of Borel sets of GLd(R)N is countably generated by {X1,X2, . . . }, where Xi is
open in GLd(R)N . By defining X ′i =

⋃
A∈Xi P(A), the set {X ′1,X ′2, . . . } generates the σ-algebra

BP =
{
X ∈ B : X =

⋃
A∈X P(A)

}
. Indeed, we clearly have σ({X ′1,X ′2, . . . }) ⊂ BP . On the other

hand, if X ∈ BP is open, then X =
⋃
j Xij . But now X =

⋃
A∈X P(A) =

⋃
j

⋃
A∈Xij

P(A) =
⋃
j X
′
j

and thus σ({X ′1, X ′2, . . . }) ⊃ BP .
By Rokhlin’s disintegration theorem (see [30] and [31]), for any finite measure M on GLd(R)N ,

there exists a family of measures {MP(A)} such that MP(A) is uniquely defined for M-almost

every A, MP(A) is supported on P(A), and, moreover,

M =

∫
MP(A) dM(A).

The combination of Lemma 3.7 and the definition of P implies that we have the same Furstenberg
measures for all u on the partition elements. More precisely, for each B ∈ P(A) there is u ∈ U
such that ΦB,v is equivalent to ΦA,u(v) whose Furstenberg measures are independent of u ∈ U .

Theorem 3.8. Let v ∈ (Rd)N , η > 0, and m be a probability measure on a group U contained
in {u ∈ GLd(R) : η < αd(u) ≤ α1(u) < η−1}. Furthermore, let M be a probability measure on

GLd(R)N and let ξA : U → GLd(R)N , ξA(u) = u(A), be such that MP(A) = ξAm for M-almost all
A. Assume that ν is an ergodic measure on Σ satisfying the Ledrappier-Young formula and (U ,m)
satisfies the modified self-affine transversality condition for M-almost all tuples A of contractive
matrices. Then

dimH πA,vν = dimL ν

for M-almost all tuples A ∈ GLd(R)N of contractive matrices for which ΦA,v satisfies the strong
separation condition or dimL ν ≤ d− 1.

Proof. Observe that, by Theorem 3.5, if ΦA,u(v) satisfies the strong separation condition for all
u ∈ U and M-almost all tuples A of contractive matrices or dimL ν ≤ d− 1, then

dimπA,u(v)ν = dimL ν

for m-almost all u ∈ U and M-almost all tuples A of contractive matrices. By Lemma 3.7, we have
dimH πu(A),vν = dimH πA,u(v)ν for all u ∈ U . Thus, by Rokhlin’s disintegration theorem,

M =

∫
ξAm dM(A),

and hence, dimH πA,vν = dimL ν for M-almost all tuples A of contractive matrices. �
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4. Dimension via sub-systems

Let A be the collection of all tuples A ∈ GLd(R)N of contractive matrices that satisfy χi(A, µ) 6=
χj(A, µ) for i 6= j where µ is an ergodic s-equilibrium state of A and s = dimaff(A). We note
that the functions A 7→ χi(A, ν) and ν 7→ χi(A, ν) are lower semi-continuous in the usual and
weak*-topology. Thus, by [23, Propositions 3.4 and 3.6] and [12, Proposition 5.2], the set A is Borel
measurable in GLd(R)N .

In this section, we show that equilibrium states can be approximated by step-n Bernoulli measure
arbitrarily well on A. Each affine iterated function system contains a well-approximating sub-system
in which the Ledrappier-Young formula holds. In our setting, this observation yields a dimension
formula for the self-affine set. Motivation for this section is purely technical: at the moment, we do
not know whether ergodic equilibrium states satisfy the Ledrappier-Young formula – Lemma 3.4
gathers the current knowledge on this problem.

Proposition 4.1. For every A ∈ A and ε > 0 there exist n ∈ N and a step-n Bernoulli measure ν
such that dimL ν ≥ dimaff A− ε.

Proof. Fix A = (A1, . . . , AN ) ∈ A, define s = dimaff A, and let µ be an ergodic s-equilibrium state
of A. By Feng and Shmerkin [12, Theorem 3.3], there exist η > 0 and an infinite set S ⊂ N such
that for every n ∈ S there is Γn ⊂ Σn with

∑
i∈Γn

µ([i]) ≥ η. Moreover, since all the Lyapunov
exponents are distinct it also follows that each (Ai)i∈Γn satisfies the totally dominated splitting
condition and hence, via e.g. [12, Lemma 2.1], there exists a constant C ≥ 1 such that

ϕs(Ai)ϕ
s(Aj) ≤ Cϕs(Aij) (4.1)

for all i, j ∈
⋃∞
k=1 Γkn, k ∈ N, n ∈ S, and s ≥ 0. For each n ∈ S, let us choose sn such that∑

i∈Γn

ϕsn(Ai) = 1.

We will show that sn → s as n→∞.
Applying Egorov’s Theorem, it follows from (2.8) and Shannon-McMillan-Breiman Theorem that

there exists a set E ⊂ Σ with
∑

i∈Γn
µ([i] ∩ E) ≥ η/2 such that for every i ∈

⋃
j∈Γn

[j] ∩ E

lim
n→∞

1
n log

µ([i|n])

ϕs(Ai|n)
= 0

uniformly. This implies that there exists a sequence (cn)n∈N of reals such that limn→∞ log c
1/n
n = 0

and
c−1
n ϕs(Ai) ≤ µ([i]) ≤ cnϕs(Ai)

for all i ∈
⋃

j∈Γn
[j] ∩ E and n ∈ S. Therefore, by (2.2), we have

c−1
n η/2 ≤ c−1

n

∑
i∈Γn

µ([i] ∩ E) ≤
∑
i∈Γn

ϕs(Ai) ≤ ‖A‖n(s−sn)
∑
i∈Γn

ϕsn(Ai) = ‖A‖n(s−sn)

and thus,

s− sn ≤
log c−1

n η/2

n log ‖A‖
(4.2)

for all n ∈ S. On the other hand, again by (2.2), we have∑
i∈Σn

ϕs(Ai) ≥
∑
i∈Γn

ϕs(Ai) ≥ m(A)n(s−sn)
∑
i∈Γn

ϕsn(Ai) = m(A)n(s−sn)

and hence,

s− sn ≥
log
∑

i∈Σn
ϕs(Ai)

n logm(A)
(4.3)

for all n ∈ S. By the definition of the affinity dimension, (4.2) and (4.3) show that sn → s as
n→∞.
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Let νpn be the Bernoulli measure obtained from the probability vector pn = (ϕsn(Ai))i∈Γn .
Observe that, by (4.1),

hpn = −
∑
i∈Γn

νpn([i]) logϕsn(Ai)

= − 1
k

∑
i1,...,ik∈Γn

νpn([i1]) · · · νpn([ik]) logϕsn(Ai1) · · ·ϕsn(Aik)

≥ − 1
k

∑
i1,...,ik∈Γn

νpn([i1]) · · · νpn([ik]) logCk−1ϕsn(Ai1···ik)

and similarly,

hpn = −
∑
i∈Γn

νpn([i]) logϕsn(Ai)

≤ − 1
k

∑
i1,...,ik∈Γn

νpn([i1]) · · · νpn([ik]) logϕsn(Ai1···ik).

Letting k →∞ this implies

dimL νpn = bsnc+
hpn −

∑bsnc
j=1 χj(A

n,pn)

χdsne(A
n,pn)

≥ − logC

χdsne(A
n,pn)

+ sn ≥
logC

n logm(A)
+ sn,

where An = (Ai)|i|=n. This is what we wanted to show. �

We will next transfer the previous proposition in the form we can use in our setting.

Theorem 4.2. Let v ∈ (Rd)N , η > 0, and m be a probability measure on a group U contained
in {u ∈ GLd(R) : η < αd(u) ≤ α1(u) < η−1}. Furthermore, let M be a probability measure
on GLd(R)N such that M({A ∈ GLd(R)N : ‖A‖ < 1} \ A) = 0 and let ξA : U → GLd(R)N ,

ξA(u) = u(A), be such that MP(A) = ξAm for M-almost all A. Assume that (U ,m) satisfies the
modified self-affine transversality condition for M-almost all tuples A of contractive matrices. Then

dimHEA,v = dimMEA,v = dimaff A

for M-almost all tuples A ∈ GLd(R)N of contractive matrices for which ΦA,v satisfies the strong
separation condition or dimaff A ≤ d− 1.

Proof. Let us first show that for every A ∈ A for which ΦA,v satisfies the strong separation condition
or dimaff A ≤ d− 1, and for every ε > 0 it holds that

dimHEA,u(v) > dimaff A− ε (4.4)

for m-almost every u ∈ U . Fix such a tuple A ∈ A and ε > 0. Then, as in the proof of
Proposition 4.1, we find a finite set Γ ⊂ Σ∗ and a Bernoulli measure ν on ΓN such that (Ai)i∈Γ

satisfies the totally dominated splitting condition and dimL ν ≥ dimaff A − ε. By Lemma 3.4,
ν satisfies the Ledrappier-Young formula. Hence, by Theorem 3.5, dimπA,u(v)ν = dimL ν for
m-almost every u ∈ U and we have finished the proof of (4.4).

By Lemma 3.7, we have dimHEA,u(v) = dimHEu(A),v for all u ∈ U . It is also easy to see that
dimaff A = dimaff u(A) for every u ∈ U . Since A has full measure with respect to M, by Rokhlin’s
disintegration theorem, we thus have dimHEA,v > dimaff A − ε for M-almost all tuples A of
contractive matrices for which ΦA,v satisfies the strong separation condition or dimaff A ≤ d− 1.
Since ε > 0 was arbitrary, the proof is complete. �
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5. The planar case

In this section, we prove Theorem A as an application of Theorems 3.8 and 4.2 by showing that
the modified self-affine transversality condition holds for some pair (U ,m) for all A ∈ Av. Recall
that if v = (v1, . . . , vN ) ∈ (R2)N is such that vi 6= vj for every i 6= j, then

Av =

{
A ∈ GL2(R)N : 0 < max

i 6=j

‖Ai‖+ ‖Aj‖
|vi − vj |

· ‖v‖
1− ‖A‖

<

√
2

2

}
.

Let SO(2) be the special orthogonal group of GL2(R). Note that SO(2) = {uα}α∈R, where

uα =

(
cos(α) − sin(α)
sin(α) cos(α)

)
is a rotation by an angle α ∈ R. To simplify notation, we will denote πA,uα(v) by πα. Furthermore,
we denote the differential with respect to α, evaluated at α0, by ∂α=α0 . The following is a
transversality lemma suitable for our purposes.

Lemma 5.1. Let v = (v1, . . . , vN ) ∈ (R2)N be such that vi 6= vj for i 6= j and A = (A1, . . . , AN ) ∈
Av. Then there exists δ > 0 such that for every α0 ∈ [0, 2π], for every v ∈ R2 with |v| = 1, and for
every i, j ∈ Σ with i|1 6= j|1

|〈v, πα0(i)− πα0(j)〉| ≥ δ or |∂α=α0〈v, πα(i)− πα(j)〉| ≥ δ.

Proof. Let us argue by contradiction. Suppose that for every δ > 0 there exists α0 ∈ [0, 2π], v ∈ R2

with |v| = 1 and i, j ∈ Σ with i1 6= j1 such that

|〈v, πα0(i)− πα0(j)〉| < δ and |∂α=α0〈v, πα(i)− πα(j)〉| < δ.

Let (δn)n∈N be a sequence of positive reals such that δn → 0 as n→∞. By compactness, there
exist α0 ∈ [0, 2π], v ∈ R2 with |v| = 1 and i, j ∈ Σ with i|1 6= j|1 such that

|〈v, πα0(i)− πα0(j)〉| = 0 and |∂α=α0〈v, πα(i)− πα(j)〉| = 0.

Since ∂αu
−1
α = u−1

α+π/2 we have ∂απα(i) = πα+π/2(i) for every i ∈ Σ. Thus,

0 = 〈v, πα0(i)− πα0(j)〉
= 〈uα0v, vi1 − vj1〉+ 〈v,Ai1πα0(σ(i))−Aj1πα0(σ(j))〉

and

0 = ∂α=α0〈v, πα(i)− πα(j)〉
= 〈uα0+π/2v, vi1 − vj1〉+ 〈v,Ai1πα0+π/2(σ(i))−Aj1πα0+π/2(σ(j))〉.

Hence,

|vi1 − vj1 |2 =
(
〈v,Ai1πα0(σ(i))−Aj1πα0(σ(j))〉

)2
+
(
〈v,Ai1πα0+π/2(σ(i))−Aj1πα0+π/2(σ(j))〉

)2
≤
(
|Ai1πα0(σ(i))|+ |Aj1πα0(σ(j))|

)2
+
(
|Ai1πα0+π/2(σ(i))|+ |Aj1πα0+π/2(σ(j))|

)2
≤ 2
(
‖Ai1‖+ ‖Aj1‖

)2( ‖v‖
1− ‖A‖

)2

.

This contradicts the condition (2.9). �

The following proposition shows that (SO(2),L1) satisfies the modified self-affine transversality
condition for all A ∈ Av.

Proposition 5.2. Let v = (v1, . . . , vN ) ∈ (R2)N be such that vi 6= vj for i 6= j and A =
(A1, . . . , AN ) ∈ Av. Then there is a constant C ′ > 0 such that

L1 ({α ∈ [0, 2π] : |projθ πα(i)− projθ πα(j)| < t}) ≤ C ′min

{
1,

t

α1(projθ Ai∧j)

}
.

for all i, j ∈ Σ with i 6= j, t > 0, and θ ∈ G(2, 1).
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Proof. Fix i, j ∈ Σ with i 6= j. Observe that for every θ ∈ G(2, 1) and w ∈ R2 we have

|projθ w| = |〈v, w〉|,
where v ∈ θ is so that |v| = 1. Thus, writing n = |i ∧ j| we have

|projθ πα(i)− projθ πα(j)| = |〈v, πα(i)− πα(j)〉| = |〈v,Ai∧jπα(σni)−Ai∧jπα(σnj)〉|

= |ATi∧jv|
∣∣∣∣〈 ATi∧jv

|ATi∧jv|
, πα(σni)− πα(σnj)

〉∣∣∣∣.
On the other hand,

‖ projθ Ai∧j‖ = ‖ATi∧j projTθ ‖ = sup
w∈R2

|ATi∧j projTθ w|
|w|

= sup
w∈R2

|ATi∧j projθ w|
|projθ w|

|projθ w|
|w|

= ‖ATi∧j|θ‖.

Hence, it suffices to prove that for any v ∈ R2 with |v| = 1

L1 ({α ∈ [0, 2π] : |〈v, πα(i)− πα(j)〉| < t}) ≤ C ′t (5.1)

for all i, j ∈ Σ with i|1 6= j|1.
Fix v ∈ R2 with |v| = 1 and i, j ∈ Σ with i|1 6= j|1. Write

Ht = {α ∈ [0, 2π] : |〈v, πα(i)− πα(j)〉| < t}
and let δ > 0 be as in Lemma 5.1. Define

I = {α0 ∈ [0, 2π] : |〈v, πα0(i)− πα0(j)〉| ≥ δ},
J = {α0 ∈ [0, 2π] : |∂α=α0〈v, πα(i)− πα(j)〉| ≥ δ}.

Lemma 5.1 guarantees that I ∪ J = [0, 2π]. We trivially have

L1(Ht ∩ I) ≤

{
2π ≤ 2πδ−1t, if t ≥ δ,
0, if t < δ.

It remains to estimate the integral in the complement of I. Since [0, 2π] \ I ⊂ J is open, it can
be written in a unique way as a union of disjoint open intervals Ij in which the function α 7→
〈v, πα(i)−πα(j)〉 is strictly monotone. If β1 and β2 are the end points of Ij , then 〈v, πβ1(i)−πβ1(j)〉 = δ
and 〈v, πβ2(i)− πβ2(j)〉 = −δ or vice versa. Since

∂α=α0〈v, πα(i)− πα(j)〉 = 〈v, πα0+π/2(i)− πα0+π/2(j)〉

≤ |πα0+π/2(i)− πα0+π/2(j)| ≤ 2‖v‖
1− ‖A‖

for all α0 ∈ [0, 2π], we have

2δ = |〈v, πβ2(i)− πβ2(j)〉 − 〈v, πβ1(i)− πβ1(j)〉|

=
∣∣∣∫ β2

β1

∂α=α0〈v, πα(i)− πα(j)〉dL1(α0)
∣∣∣ ≤ 2‖v‖

1− ‖A‖
L1(Ij).

Thus there are only finitely many intervals Ij . For each j, by the monotonicity and the mean value
theorem, there exists λj ∈ Ij such that

|〈v, πα(i)− πα(j)〉| = |〈v, πα(i)− πα(j)〉 − 〈v, πλj (i)− πλj (j)〉| ≥ δ|α− λj |
for all α ∈ Ij . By this estimate, we have

L1(Ht ∩ Ij) ≤ L1(B(λj , δ
−1t)) ≤ 2πδ−1t.

Since
L1(Ht) ≤ L1(Ht ∩ I) +

∑
j

L1(Ht ∩ Ij) ≤ C ′t,

we have shown (5.1) and therefore, finished the proof. �
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Proof of Theorem A. Let N be the product of Haar measures on GL2(R)N . This means that

N (B) =

∫
B

N∏
i=1

(
1

detAi

)2

dL4N (A).

for all measurable B ⊂ GLd(R)N . Since L4N � N it suffices to check that the assumptions
of Theorems 3.8 and 4.2 hold for the measure N . By the Haar property, for any measurable
L1(N )-function f : GL2(R)N → R and for every α ∈ [0, 2π], we have∫

f(A) dN (A) =

∫
· · ·
∫
f(A1, . . . , AN )

N∏
i=1

(
1

detAi

)2

dL4(A1) · · · dL4(AN )

=

∫
· · ·
∫
f(uTαA1uα, . . . , u

T
αANuα)

N∏
i=1

(
1

detAi

)2

dL4(A1) · · · dL4(AN ).

Thus, N =
∫
HAL1 dN (A), where HA(α) = (uTαA1uα, . . . , u

T
αANuα). Therefore, by Proposition 5.2

and Lemma 3.4, the statement for Bernoulli measures in Theorem A follows from Theorem 3.8.
If χ1(A, µ) = χ2(A, µ), where µ is an ergodic equilibrium state of A, then by Lemma 2.4 and [11,

Theorem 2.13 and Corollary 4.16] we have dimHEA,v = dimaff A. Thus, without loss of generality,
we may restrict N to the set A = {A : χ1(A, µ) > χ2(A, µ)}. Hence, the statement for self-affine
sets in Theorem A follows from Lemma 2.4, Proposition 5.2, and Theorem 4.2 with the measure
M = N|A. �

6. The higher dimensional case

In this section, we prove Theorem B as a consequence of Theorem 3.8. At first, we show that the
modified self-affine transversality condition holds for some pair (U ,m) for all A ∈ A′v. Secondly, we
show that Lebesgue typical matrix tuples have simple Lyapunov spectra for all Bernoulli measures,
and observe that D ⊂ A, where D is defined in (2.6) and A is as in §4.

Recall that if v = (v1, . . . , vN ) ∈ (Rd)N is such that vi 6= vj for every i 6= j, then

A′v =

{
A ∈ GLd(R)N : 0 < max

i 6=j

‖Ai‖+ ‖Aj‖
|vi − vj |

· ‖v‖
1− ‖A‖

<
2√
3
− 1

}
.

Recall also that

O(d) = {G ∈ GLd(R) : GTG = GGT = I},
SO(d) = {G ∈ O(d) : det(G) = 1}

are the orthogonal group and the special orthogonal group, respectively. We define U to be O(d)
and choose m to be the Haar measure Θ on O(d). The following proposition shows that (O(d),Θ)
satisfies the modified self-affine transversality condition for all A ∈ A′v.

Proposition 6.1. Let d ∈ N be such that d ≥ 3, v = (v1, . . . , vN ) ∈ (R2)N be such that vi 6= vj for
i 6= j, and A = (A1, . . . , AN ) ∈ A′v. Then there is a constant C > 0 such that

Θ({G ∈ O(d) : | projV (πA,G(v)(i)− πA,G(v)(j))| < t}) ≤ C
dimV∏
i=1

min

{
1,

t

αi(projV Ai∧j)

}
.

for all i, j ∈ Σ with i 6= j, t > 0, and proper subspaces V of Rd.

Proof. Fix A ∈ A′v and t > 0, and let V ⊂ Rd be a proper subspace. Fix n ∈ N and let
i = (i1, i2, . . .), j = (j1, j2, . . .) ∈ Σ be such that i 6= j and i ∧ j ∈ Σn−1. Define

Ei,j(G) = vin − vjn +
∞∑

k=n+1

GTAσn(i|k)Gvik+1
−

∞∑
k=n+1

GTAσn(j|k)Gvjk+1
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and write wi,j(G) = Ei,j(G)/|Ei,j(G)| for all G ∈ O(d). Let Di∧j = ATi∧j projTV projV Ai∧j. The claim
is equivalent to

Θ({G ∈ O(d) : |〈GEi,j(G), Di∧jGEi,j(G)〉| < t2}) ≤ C
dimV∏
i=1

min

{
1,

t

αi(projV Ai∧j)

}
(6.1)

and therefore, our task is to show that (6.1) holds.
Defining

R =
‖v‖

1− ‖A‖
and r = |vin − vjn | − (‖Ain‖+ ‖Ajn‖)R

we have

0 < r ≤ |Ei,j(G)| ≤ |vin − vjn |+ (‖Ain‖+ ‖Ajn‖)R ≤ 2R. (6.2)

Observe that we also have

|wi,j(G)− wi,j(H)| ≤
∣∣∣∣Ei,j(G)

(
1

|Ei,j(G)|
− 1

|Ei,j(H)|

)
+
Ei,j(G)− Ei,j(H)

|Ei,j(H)|

∣∣∣∣
≤ r−12|Ei,j(G)− Ei,j(H)|
≤ 4r−1R(‖Ain‖+ ‖Ajn‖)‖G−H‖

(6.3)

for all G,H ∈ O(d). Furthermore, write

c1 = 4r−1R(‖Ain‖+ ‖Ajn‖)

and note that, by the definition of A′v, we have c1 < 1. Recalling that O(d) is compact, let
{B(Gk, 2

−1t2r−2c−1
1 )}Kk=1 be a finite maximal packing of O(d) and let Bk = B(Gk, t

2r−2c−1
1 ).

Notice that {Bk}Kk=1 is a cover of O(d). Fix e ∈ Sd−1 such that 〈e, vin − vjn〉 = 0 and write
wk = wi,j(Gk). Let Hk ∈ SO(d) be such that it is a rotation in the plane spanned by wk and e and
satisfies

wk = Hke.

Claim 1. It holds that

Θ({G ∈ O(d) : |〈GEi,j(G), Di∧jGEi,j(G)〉| < t2})

≤
K∑
k=1

Θ({G ∈ BkHk : |〈Ge,Di∧jGe〉| < 2t2/r2}).

Proof. Note that without loss of generality, we may assume that ‖Di∧j‖ ≤ 1. Therefore,

|〈Gx,Di∧jGx〉 − 〈Gy,Di∧jGy〉| ≤ 2|x− y|. (6.4)
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for every x, y ∈ Sd−1. Observe that if G ∈ Bk, then (6.3) implies |wi,j(G)− wk| < t2/r2. Thus, by
(6.4) and the invariance of Θ under the action of SO(d), we obtain

Θ({G ∈ O(d) : |〈GEi,j(G), Di∧jGEi,j(G)〉| < t2})
≤ Θ({G ∈ O(d) : |〈Gwi,j(G), Di∧jGwi,j(G)〉| < t2/r2})

≤
K∑
k=1

Θ({G ∈ Bk : |〈Gwi,j(G), Di∧jGwi,j(G)〉| < t2/r2})

≤
K∑
k=1

Θ({G ∈ Bk : |〈Gwk, Di∧jGwk〉| < 2t2/r2})

≤
K∑
k=1

Θ({G ∈ Bk : |〈GHke,Di∧jGHke〉| < 2t2/r2})

=
K∑
k=1

Θ({G ∈ BkHk : |〈Ge,Di∧jGe〉| < 2t2/r2})

(6.5)

which is what we wanted. �

Claim 2. There exists a constant 0 < % < 1 such that

‖Hk −Hh‖ ≤ %‖Gk −Gh‖.

Proof. If wk = wh, then also Hh = Hk and there is nothing to prove. Furthermore, if wk = e, then

‖Hk −Hh‖ = ‖Id−Hh‖ = 2| sin(β/2)|,
where β is the angle by which Hh rotates. Since Hh(e) = wh and 2 sin(β/2) = |wk − wh|, the claim
follows from (6.3). Since the case wh = e is similar, we may assume that wk, wh, and e are all
distinct. Define

W = span{wk, wh, e}.
We have Hku = Hhu = u for all u ∈W⊥ since Hk and Hh are rotations on W . Observe that

‖Hk −Hh‖ = ‖HT
k −HT

h ‖ = sup{|(HT
k −HT

h )w| : w ∈W such that |w| = 1}

= sup{|(2− 2〈HT
k w,H

T
h w〉)1/2| : w ∈W such that |w| = 1}

= (|2− 2 inf{〈w,HkH
T
h w〉| : w ∈W such that |w| = 1})1/2

= (2− 2 cosβ)1/2 = 2| sin(β/2)|,

(6.6)

where β is the angle by which HkH
T
h rotates. Observe that, by (6.2),∣∣∣∣〈 vin − vjn

|vin − vjn |
, wi,j(G)

〉∣∣∣∣ ≥ |vin − vjn | − (‖Ain‖+ ‖Ajn‖)R
|Ei,j(G)|

≥ r

|vin − vjn |+ (‖Ain‖+ ‖Ajn‖)R
.

Therefore, for every u ∈ Sd−1 with u ⊥ vin − vjn we have

|u− wi,j(G)| ≥ r

|vin − vjn |+ (‖Ain‖+ ‖Ajn‖)R
. (6.7)

Notice that
HT
k wk = HT

h wh = e, HkH
T
h wh = wk,

and further,

HT
k e = 2〈e, wk〉 − wk, and HT

h e = 2〈e, wh〉 − wh, so that 〈e,HkH
T
h e〉 = 〈wk, wh〉.

We see that, under the rotation HkH
T
h , all of the vectors e, wk, wh are rotated by the same angle.

Furthermore, wk and wh are mapped to each other. This is only possible if all the points are within
the same distance from the equator of the unit sphere of span{wk, wh, e}; see Figure 3(a). Therefore
the plane of rotation for HkH

T
h is either span{wk − e, wh − e} or span{wk + e, wh + e}, depending
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wh
wk

e

β

e

(a)

f

wk

wh

β

m

β/2

(b)

Figure 3. Figure (a) displays the possible relative positions of the points wh, wk
and e. The number β is the angle by which HkH

T
h rotates. Figure (b) represents

the triangle with vertices wh, wk and f in a plane invariant under HkH
T
h .

on whether e is on the same hemisphere of the unit sphere with wk and wh or not. Let f ∈ {e,−e}
be such that span{wk − f, wh − f} is the plane of rotation.

In the plane of rotation, consider the triangle having the points wk, wh, and f as its vertices, and
is of height m (from the vertex wk); see Figure 3(b). The area A of this triangle satisfies

sin(β/2)|wk − f ||wh − f |
2

= A =
m|wh − f |

2
≤ |wk − wh||wk − f |

2
.

Therefore, we have

sin(β/2) ≤ |wk − wh|
|wk − f |

. (6.8)

Thus, by (6.6), (6.7), (6.3), and (6.8), we get

‖Hk −Hh‖ ≤
4R(‖Ain‖+ ‖Ajn‖)(|vin − vjn |+ (‖Ain‖+ ‖Ajn‖)R)

r2
‖Gk −Gh‖.

Since, by the definition of A′v,

4R(‖Ain‖+ ‖Ajn‖)(|vin − vjn |+ (‖Ain‖+ ‖Ajn‖)R)

r2
< 1

we have finished the proof of Claim 2. �

We will now finish the proof of Proposition 6.1 by verifying (6.1) as a consequence of Claims 1
and 2. By Claim 2 and the fact that {B(Gk, 2

−1t2r−2c−1
1 )}Kk=1 is a maximal packing of O(d), we

have

‖GkHk −GhHh‖ ≥ ‖Gk −Gh‖ − ‖Hk −Hh‖ ≥ (1− %)2−1t2r−2c−1
1

for k 6= h. Since the metric d(G,H) = ‖G−H‖ is invariant with respect to the group action, the
Haar measure Θ is equivalent to the d(d− 1)/2-dimensional Hausdorff measure on O(d). Thus,
there exists a constant C independent of t such that any H ∈ O(d) is contained in at most C balls
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from the family {B(GkHk, t
2r−2c−1

1 )}Kk=1. Hence, by Claim 1,

Θ({G ∈ O(d) : |〈GEi,j(G), Di∧jEi,j(G)〉| < t2})

≤
K∑
k=1

Θ({G ∈ BkHk : |〈Ge,Di∧jGe〉| < 2t2/r2})

≤ CΘ({G ∈ O(d) : |〈Ge,Di∧jGe〉| < 2t2/r2})

= Cσd−1({x ∈ Sd−1 : |〈x,Di∧jx〉| < 2t2/r2}),

where σd−1 is the spherical measure on the unit sphere Sd−1. Since dimV ≤ d − 1, we have
αd(projV Ai∧j) = 0, and

Cσd−1({x ∈ Sd−1 : |〈x,Di∧jx〉| < 2t2/r2})

≤ CLd−1({(x1, . . . , xd−1) ∈ B(0, 1) :

d−1∑
l=1

αl(projV Ai∧j)
2x2
l < 2t2/r2})

≤ C min{1,
√

2/r}d−1
dimV∏
l=1

min

{
1,

t

αl(projV Ai∧j)

}
.

This proves (6.1) and finishes the proof. �

Our next lemma shows that almost every matrix tuples have simple Lyapunov spectra with
respect to any Bernoulli measure. The proof of the lemma is similar to that of [33, Theorem 7.12].
We say that A = (A1, . . . , AN ) ∈ GLd(R)N is pinching if there exists i ∈ Σ∗ such that Ai has
only real eigenvalues with distinct absolute value. Furthermore, we say that A is twisting if there
exists j ∈ Σ∗ such that AjE ∩ F = {0} for all invariant subspaces E and F of Ai with dimension
dimE + dimF ≤ d. Assuming A to be pinching and twisting guarantees the Lyapunov exponents
to be distinct; see [2, Theorem A]. In the study of self-affine sets, this is often a useful property; for
example, see [22, Theorem 3.1 and Remark 3.2].

Lemma 6.2. Let M be the product of Haar measures on GLd(R)N , i.e.

M(B) =

∫
B

N∏
i=1

(
1

detAi

)d
dLd2N (A)

for all measurable B ⊂ GLd(R)N . Then

M({A ∈ GLd(R)N : there exist p ∈ (0, 1)N and i 6= j such that χi(A,p) = χj(A,p)}) = 0.

Proof. By [2, Theorem A], it is sufficient to show that the set of A without pinching and twisting
condition is contained in countably many d2N − 1 dimensional manifolds. It is easy to see that
without loss of generality, we may assume that N = 2.

We start by sketching the argument in the case d = 2. This follows from [2, Theorem A], where
the assumptions of the theorem are satisfied by the following argument: After perturbing one of
the maps by a small rotation, we see that the twisting condition holds. The pinching condition, in
the case where A1 or A2 have only real eigenvalues, follows immediately by slightly perturbing the
matrix having real eigenvalues. Suppose then that both A1 and A2 have complex eigenvalues. Then
we may consit A1 to be the composition of a rotation with a dilation. Up to perturbation, we may
suppose that the rotation is irrational. Up to another perturbation, we may suppose that A2 is not
conformal: there is a cone C whose image A2(C) is strictly slimmer. Then we may find arbitrarily
large values of n such that B = An1A2(C) is contained in C. This implies that the eigenvalues of B
are real and different in absolute value and hence, the pinching condition holds.

Henceforth we assume that d ≥ 3. Curiously, this assumption is needed in our argument. Let
λ1(A), . . . , λd(A) be the eigenvalues of a matrix A written in a decreasing order by the absolute
value, i.e. |λi(A)| ≥ |λi+1(A)| for all i. Let A1, A2 ∈ GLd(R). If λi(Aj) ∈ R, then |λi(Aj)| 6= |λk(Aj)|
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for k 6= i. If λi(Aj) = λi+1(Aj) ∈ C, then |λi(Aj)| 6= |λk(Aj)| for k /∈ {i, i+ 1}. Observe that in
this case, by an arbitrary small pertubation on the matrices A1 and A2, we may assume that the
argument of the eigenvalue λi(Aj) is irrational. Similarly, we may also assume that the eigenvalues
are rationally independent, i.e. none of the eigenvalues is not rational multiple of each other.

Let us assume that Aj has rj real and cj complex eigenvalues. Then rj + 2sj = d and, moreover,
all eigenspaces of Aj have dimension either 1 or 2. Let us denote the eigenspaces of Aj by
ξe(1)(Aj), . . . , ξe(d)(Aj) corresponding to the eigenvalues λ1(Aj), . . . , λd(Aj). This means that if
λi(Aj) ∈ R, then dim ξe(i)(A2) = 1 and ξe(i)(A2) is the eigenspace of λi(Aj) ∈ R. On the other

hand, if λi(Aj) = λi(Aj) ∈ C, then ξe(i)(A2) = ξe(i+1)(A2), dim ξe(i)(A2) = 2, and ξe(i)(A2) is the
eigenspace of λi(Aj). By an arbitrary small perturbation, we may assume that the eigenspaces are
in general position: for every i ∈ {1, . . . , d} there exist non-zero subspaces E1, E2 ⊂ ξe(i)(A1) and
F1, F2 ⊂ ξe(i+1)(A2) such that

span{ξe(1)(A1), . . . , E1} ∩ span{F1, . . . , ξe(d)(A2)} = {0},
span{ξe(1)(A2), . . . , E2} ∩ span{F2, . . . , ξe(d)(A1)} = {0}.

(6.9)

We define a flag of cones C1 × C2 × · · · × Cd−1 in G(1, d)×G(2, d)× · · · ×G(d− 1, d) by taking
sufficiently small neighbourhoods of the flag of invariant subspaces span{ξe(1)(A1), . . . , ξe(i)(A1)}
and sufficiently small neighbourhoods of an i-dimensional subspace of span{ξe(1), . . . , ξe(i)(A1)},
which contains span{ξe(1), . . . , ξe(i−1)(A1)} if λi(A1) = λi+1(A1) ∈ C such that it satisfies the
following six conditions:

(1) every Ci is open and simply connected in G(i, d),
(2) for every E ∈ Ci there exists F ∈ Ci+1 such that E ⊂ F ,

(3) if λi(A1) = λi+1(A1) ∈ C, then Ci contains span{ξe(1)(A1), . . . , ξe(i−1)(A1), E}, where E is

as in (6.9), and Ci is transversal to span{E′, ξe(i+2)(A1), . . . , ξe(d)(A1)} for a subspace E′

with span{E,E′} = ξe(i)(A1),

(4) if λi(A1) ∈ R, then Ci contains span{ξe(1)(A1), . . . , ξe(i)(A1)}, and Ci is transversal to
span{ξe(i+1)(A1), . . . , ξe(d)(A1)},

(5) if λi(A2) ∈ R, then span{ξe(1)(A2), . . . , ξe(i)(A2)} is not contained in Ci and Ci is transversal
to span{ξe(i+1)(A2), . . . , ξe(d)(A2)},

(6) if λi(A2) = λi+1(A2) ∈ C, then Ci is transversal to span{F, ξe(i+2)(A2), . . . , ξe(d)(A2)} and

span{ξe(1)(A2), . . . , F} /∈ Ci for all proper subspaces F ⊂ ξe(i)(A2), Ci+1 is transversal to

span{ξe(i+2)(A2), . . . , ξe(d)(A2)}, and span{ξe(1)(A2), . . . , ξe(i+1)(A2)} /∈ Ci.
Here two collections of subspaces are transversal if they form a positive angle.

Observe that, by the properties of the eigenvalues, for both j ∈ {1, 2}, if λi(Aj) ∈ R, then

Akj (Ci)→ span{ξ1(Aj), . . . , ξe(i)(Aj)}

uniformly. Moreover, if λi(Aj) = λi+1(Aj) ∈ C, then

Akj (Ci+1)→ span{ξ1(Aj), . . . , ξe(i+1)(Aj)} and d(Akj (Ci), span{ξ1(Aj), . . . , ξe(i)(Aj))→ 0

uniformly. Note that in this case, diam(Akj (Ci)) does not tend to zero. Thus, if i is an index such

that either λi(A1) ∈ R, or λi(A2) ∈ R, or λi−1(A1) = λi(A1) ∈ C and λi−1(A2) = λi(A2) ∈ C, then
there exist n1, n2 ∈ N such that

An2
1 An1

2 (Ci) ⊂ Ci. (6.10)

Let i1, . . . , ip be the indices for which λij (A1) = λij+1(A1) ∈ C and λij (A2) = λij+1(A2) ∈ C.

Let vj1, . . . , v
j
d be a basis of Rd such that vji ∈ ξe(i)(Aj). Observe that there exists a subsequence

(mq)q∈N such that (λ1(Ak) · · ·λij−1(Ak)|λij (Ak)|)−mq(A
∧ij
k )mq → Pk, where Pk is the projection

onto Vk = span{vk1 ∧· · ·∧vkij−1∧vkij , v
k
1 ∧· · ·∧vkij−1∧vkij+1} along the invariant subspace Wk of A

∧ij
k

transversal to Vk so that dimVk + dimWk =
(
d
ij

)
. Note that if v ∈ ∧ijRd, then ‖Pkv‖ ≤ ‖v‖, and
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if v /∈ Vk, then ‖Pkv‖ < ‖v‖. Since by a sufficiently small perturbation, we may assume that the
subspaces V1,W1 and V2,W2 are in general position, there exists a unique ak ∈ Vk with ‖ak‖ = 1
such that supv∈Vk ‖P3−kv‖/‖v‖ = ‖P3−kak‖. Thus, there exist cones C ′k in Vk with arbitrary large
diameter such that diam(P3−k(C

′
k)) < c′ diamC ′k and ak ∈ C ′k for some 0 < c′ < 1. Let us denote

the rotation on Vk, which maps Pka3−k to ak, by Ok. Therefore, OkPkO3−kP3−k(C ′k) ⊂ C ′k. By the
irrationality of the argument of the eigenvalues, one can choose q sufficiently large and n1, n2 ∈ N
such that (A

∧ij
1 )n1(A

∧ij
1 )mq(A

∧ij
2 )n2(A

∧ij
2 )mq(C ′k) ⊂ C ′k. Using the natural correspondence between

G(d, ij) and ∧ijRd, the set C ′k corresponds to a cone C ′′k in span{ξe(1)(Ak), . . . , ξe(ij)(Ak)} and

hence, by choosing the cone Cij in G(d, ij) sufficiently close to C ′′1 , we get

An1
1 A

mq
1 An2

2 A
mq
2 (Cij ) ⊂ Cij (6.11)

for all j ∈ {1, . . . , p}. Thus, by irrationality and rational independence of the arguments of the
complex eigenvalues of A1 and A2, (6.10) and (6.11) imply that there exist n′1, n

′
2 ∈ N such that

A
n′2
1 A

n′1
2 (Ci) ⊂ Ci

for all i ∈ {1, . . . , d}. Therefore, Ai = A
n′2
1 A

n′1
2 has only real eigenvalues with distinct absolute

value. This shows that (A1, A2) is pinching. By a similar argument, there exist m′1,m
′
2 ∈ N such

that Aj = A
m′2
2 A

m′1
1 has only real eigenvalues with distinct absolute value and E ∩ F = {0} for

all invariant subspaces E of Ai and F of Aj with dimE + dimF ≤ d. This proves the twisting
property. �

Recall that A is the collection of all contractive matrix tuples having distinct Lyapunov exponents
with respect to an ergodic equilibrium state, see §4, and D is defined in (2.6).

Proof of Theorem B. Let M be as in Lemma 6.2. Since Ld2N �M it suffices to check that the
assumptions of Theorem 3.8 hold for the measure M. By the Haar property, for any measurable
L1(M)-function f : GLd(R)N → R and for every G ∈ O(d), we have∫

f(A) dM(A) =

∫
· · ·
∫
f(A1, . . . , AN )

N∏
i=1

(
1

detAi

)d
dLd2(A1) · · · dLd2(AN )

=

∫
· · ·
∫
f(GTA1G, . . . , G

TANG)

N∏
i=1

(
1

detAi

)d
dLd2(A1) · · · dLd2(AN ).

Thus, M =
∫
HAΘ dM(A), where HA(G) = (GTA1G, . . . , G

TANG).
By Lemma 6.2, for M-almost every A, all the Bernoulli measures have simple Lyapunov

spectra and thus, by applying Lemma 3.4, any Bernoulli measure satisfies the Ledrappier-Young
formula. Hence, the first statement follows by the combination of Lemma 2.4, Proposition 6.1, and
Theorem 3.8.

To turn to the set dimension statement, observe that by (2.5), for every A ∈ D, the s-equilibrium
state µA has simple Lyapunov spectrum for s = dimaff A. Moreover, by Lemma 2.1 the µA is
quasi-Bernoulli. Thus, by Lemma 3.4, µA satisfies the Ledrappier-Young formula. Therefore, by
the combination of Lemma 2.4, Proposition 6.1, Theorem 4.2, and the fact that

dimL µA = dimaff A,

the second assertion follows. �

7. Further discussion and questions

We finish the article by posing couple of questions. An affirmative answer for either of the two
following questions would immediately improve Theorem B.
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Question 7.1. Recall that A is the collection of all tuples A ∈ GLd(R)N of contractive matrices
that satisfy χi(A, µ) 6= χj(A, µ) for i 6= j where µ is an ergodic s-equilibrium state of A and
s = dimaff(A). Since D defined in (2.6) is open, the set A contains interior points; see §6. Is A an
open and dense subset of GLd(R)N with full Lebesgue measure?

In the planar case, the above question is already addressed in [27, Theorem 3.1]; see also [26,
Theorem 13].

Question 7.2. Can every s-equilibrium state of A for s = dimaff A be approximated by step-n
Bernoulli measures? More precisely, does there, for every ε > 0, exist n ∈ N and a step-n Bernoulli
measure µ such that dimL µ ≥ dimaff A− ε? Observe that, by [27, §3.2], this cannot be done with
fully supported step-n Bernoulli measures.

It would also improve our results if the s-equilibrium state of A for s = dimaff A turned out to

be quasi-Bernoulli for Ld2N -almost all A ∈ GLd(R)N . Recall that, by [23, Propositions 3.4 and 3.6],
the s-equilibrium state is unique and satisfies a certain Gibbs property in a set of full Lebesgue
measure. However, the proposition below implies that the quasi-Bernolli property does not hold
generically.

Let us for simplicity assume that d = 2. We say that a matrix A is hyperbolic if it has real
unequal eigenvalues, elliptic if it has non-real eigenvalues, and irrational elliptic if it has non-real
eigenvalues whose arguments are irrational multiples of π.

Proposition 7.3. Suppose that A = (A1, . . . , AN ) ∈ GL2(R)N is irreducible and generates a
semigroup which contains a hyperbolic matrix and an irrational elliptic matrix. Then for every
0 < s < 2 the ϕs-equilibrium state of A is not quasi-Bernoulli.

Proof. Let S be the semigroup generated by A. Let 0 < s < 2 and µ be the ϕs-equilibrium state.
Suppose for a contradiction that µ is quasi-Bernoulli. Let X1 ∈ S be a hyperbolic matrix and
X2 ∈ S be an irrational elliptic matrix. By changing the basis, we may, without loss of generality,
assume that X2 is a scalar multiple of a rotation matrix. Since µ is quasi-Bernoulli and, by
irreducibility, satisfies the Gibbs property, there exists K ≥ 1 such that

K−1‖B1‖‖B2‖ ≤ ‖B1B2‖ ≤ ‖B1‖‖B2‖. (7.1)

Let S ′ = RS be the closure of the smallest homogeneous semigroup containing S. Note that (7.1)

holds for all B1, B2 ∈ S ′. The closure of {det(X2)n/2Xn
2 : n ∈ N} is SO(2) and is contained in S ′.

Also, P = limn→∞X
n
1 /‖Xn

1 ‖ is rank one projection and is contained in S ′. Choose R ∈ SO(2) ⊂ S ′
such that R(img(P )) ⊂ ker(P ). Thus PRP = 0, ‖P‖ = ‖RP‖ = 1, and P,R ∈ S ′. Therefore,
0 < K−1 ≤ ‖PRP‖ = 0 which is a contradiction. �

SinceA = {A : the semigroup generated by A contains an elliptic matrix} has positive Lebesgue
measure and, after a small perturbation, any A ∈ A generates a semigroup that contains an ir-
rational elliptic matrix and a hyperbolic matrix, we see that the s-equilibrium state of A for
s = dimaff A is not quasi-Bernoulli for L4N -almost all A ∈ GL2(R)N .

We finish the paper by posing the following question.

Question 7.4. Does it hold that, for Lebesgue-almost every A = (A1, . . . , AN ) ∈ GLd(R)N , either
A ∈ D or for every 0 < s < d the ϕs-equilibrium state of A is not quasi-Bernoulli.

This question is related to the question of Yoccoz [34, Question 4] (see also [1, Question 4]).
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