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Abstract. In this paper, for a general modification of the classical Szdsz—Mirakjan—Kantorovich
operators, we obtain many local approximation results including the classical cases. In particular,
we obtain a Korovkin theorem, a Voronovskaya theorem, and some local estimates for these
operators.
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1. INTRODUCTION

As usual, let C[0,00) denote the space of all continuous functions on [0, 00). The
classical Szdsz—Mirakjan—Kantorovich (SMK) operators [4] are given by the relation
(nx)*

k!

Ko(fix):=ne ™) / F(@t)dt, (1.1)
k=0 I k

where [, , = [%, k:l] and f belongs to an appropriate subspace of C[0,00) for

which the above series is convergent. Among of these subspaces, we can take the
space Cg|0, 00) of all bounded and continuous functions on [0, 00), or, the weighted
space Cy,[0,4-00), y > 0, defined by the equality

Cy[0,4+00) := {f € C[0,400) : | f(t)| < M(1+1¢)” for some M > O}.

Assume now that (u,) is a sequence of functions on [0, co0) such that, for a fixed
a=>0,

0<uu(x)<x foreveryx €[a,0c0)andn € N. (1.2)

Then, we consider the following modification of SMK operators:

Ln(f;x):= Zpk,n(x)/l f@)dt, neN, x€la,o0), (1.3)

k=0
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where

(o) (10 ()
k! ’

Throughout the paper we use the following test functions

Dkn(X) :=ne k € Ng := NU{0}. (1.4)

ei(y) =y, i=012734,

and the moment function
Ux(¥)=y—

So, using the fundamental properties of the classical SMK operators, one can get the
following lemmas.

Lemma 1. For the operators Ly, we have
(1) Ln(eo:x) =1,
(ii) Ln(e1:x) = un(x) + 5,

(iii) Ln(ez:x) = u2(x) + 22 4 L

gun(x)+7un(x)+

2n2

(iv) Ly(e3;x) =us(x)+

4n3

2
(V) Li(easx) = ud(x) + 22l | 1960 | oun@) | 1
Lemma 2. For the operators Ly, we have
(i) La(Yxix) = un(x) =X + 5,
(i) Ln(¥2:%) = (up(x) —x)? 4 2ad=x | L
(i) Ln(93:%) = (tn (x) = x)? o A0 4 Bf)2 4 o,

2n2

2
(i) La(Ydix) = (un(x) —x)* 4 28220=0 0, 0))

15u2 (x)—14xu, (x)+2x2 | 6 —x3
+ 7 (x) = n(x) + un(;s‘) X +5nL4

Then, we see from Lemma 1 that, with some suitable choices of u;, our operators
L, may preserve the linear functions or the test function e;. For example, taking a =
%, if we choose u,(x) = x — 5. for x € [ oo) and n € N, then the corresponding
operators L, preserve the hnear functions, i.e., they preserve the test functions eg
and e; (see [8]). In this case, we know from [&] that the operators L, have a better
error estimation than the classical SMK operators on [ ) Also, takinga = 3 and

V3n2x2+2-4/3 1
Up(x) = 7 for x € %,oo andn € N,
n
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we see that the corresponding operators L, preserve the test functions eg and e;.
Finally, for a = 0 and
—14+V4n2x2 + 1
Up(x) := , x>0andn € N,
2n
the corresponding operators L; becomes the Kantorovich variant of the modified
Szasz—Mirakjan operators (see [0, 1 1]).

The first study regarding the preservation of eg and e, for the linear positive oper-
ators in order to get better error estimation, was first presented by King. In [9], King
introduced a modification of the classical Bernstein polynomials and had a better er-
ror estimation than the classical ones on the interval [O, %] Later, similar problems
were accomplished for Szdsz—Mirakjan operators [0], Szdsz—Mirakjan—Beta operat-
ors [ 7], Meyer—Konig and Zeller operators [ | 1], Bernstein—Chlodovsky operators [1],
q-Bernstein operators [ 10], Baskakov operators and Stancu operators [12], and some
other kinds of summation-type positive linear operators [2].

However, in the present paper, for a general sequence (u,) satisfying (1.2), we
study the local approximation behavior of the operators L, defined by (1.3) and (1.4).
First of all, we get the following Korovkin-type approximation theorem for these
operators.

Theorem 1. Let (u,) be a sequence of functions on [0,00) satisfying (1.2) for
afixeda > 0. If
lim u,(x) =x (1.5)
n—-oo
uniformly with respect to x € [a,b] with b > a, then, for all f € Cy[0,400) with
y > 2, we have

lim L,(f:x)= f(x)
n—o0
uniformly with respect to x € [a,b].

Proof. For a fixed b > 0, consider the lattice homomorphism Hj:C [0, +00) —
Cla,b] defined by Hp(f) := f|[a,p] for every f € C[0,+00). In this case, from
(1.5), we see that, foreachi =0,1,2,

Nim Hy (T (1)) = Hp(ei)

uniformly on [a, b]. Hence, using the universal Korovkin-type property with respect
to monotone operators (see Theorem 4.1.4(vi) of [3, p. 199]), we obtain that, for all
S €Cyl0,4+00),y =2,
lim L,(f;x)= f(x)
n—>0o0

uniformly with respect to x € [a, b]. O

Finally, using Proposition 4.2.5(2) of [3], we can state the following approximation
result in the space Lp:
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Corollary 1. Let 1 < p < oo. Then for all f € Ly, we have
lim L, (f;x) = f(x)
n—>oo
uniformly with respect to x € [a,00) with a > 0.

2. A VORONOVSKAYA-TYPE THEOREM

In order to get a Voronovskaya-type theorem for the operators L, given by (1.3)

and (1.4), we need the following lemma.

Lemma 3. Let (1) be a sequence of functions on [0, 00) satisfying (1.2) for a fixed

a>0.1If
lim /7 (x —uu(x)) =0
n—o0
uniformly with respect to x € [a,b], b > a, then we have
. 2 4.\ 1.2
Jim 77 L (Y x) = 3x
uniformly with respect to x € [a,b].
Proof. Let x € [a,b], b > a, be fixed. Then, by (1.2), since
0<x—up(x) < /n(x—uy(x)) foreveryne N,
it follows from (2.1) that
lim u,(x) =x
n—->oo
uniformly with respect to x € [a,b]. Also, since

() _ un(x)—x

0

X X
+—=<x—up(x)+—,
n n n n

we obtain from (2.1) that
. Up(x)
lim =
n—-oo n
uniformly with respect to x € [a, b]. Observe now that, by Lemma 2(iv),

n?Lo(Ydix) = {Vr(x —un(x))}*
+2{/n(x —1n ()} (d1un(x) —x)

0

1

6
+ {15uﬁ(x) —14xu,(x)+ 2x2} + ;Mn(x) — ;_C 4+ —.

5n2

2.1

(2.2)

2.3)

2.4)

Taking limit as n — oo in the both sides of the last equality and also using (2.1),

(2.3), (2.4), we immediately see that
lim n?L,(¥i:x) = 3x?
n—>oo
uniformly with respect to x € [a, b]. The proof is complete.

We now get the following result.
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Theorem 2. Let (1) be a sequence of functions on [0,00) satisfying (1.2) and
(2.1) for a fixed a > 0. Assume further that there exists a function & defined on [a, c0)
such that

Jim i (x —up(x)) = §(x) 2.5)

uniformly with respect to x € [a,b], b > a. Then, for every f € C,[0,4-00), y > 4,
such that f', " € Cy[0,400), we have

Jim i L(£i0) = £} = 55" @)+ (3 -6@) 0
uniformly with respect to x € [a,b].
Proof. Let f, f', f" € C,[0,+00) with y > 4. Define
FO)—f@)——x) " (x)-1—x)>f"(x)

¥(y,x)= )2 for y # x,
0 for y = x.

Then, it is clear that ¥ (x,x) = 0 and that the function ¥ (-, x) belongs to C) [0, +-00).
Hence, it follows from the Taylor theorem that

FO) = £ = e £+ 5 ¥20) 1) + 20 (0, )
Now, by Lemma 2(ii) and (iii), we get
M{Ln(f:2) = @)} = nf @)L (i) + 5 1" () L (Y :5)
+nLa (Y3 (1) (3, %); %),
which gives
L)~ 00} = 1706 om0+

L (G 6) ) + 2 () )

+nLy(YZ(0)¥(y.x):x).

If we apply the Cauchy—Schwarz inequality for the last term on the right-hand side
of (2.6), then we conclude that

1| Ly (V200 ¥ (3.x):x)| < (2L (W2 ()i0) " (La@2(y.x):0)) 2. 27)

Let n(y,x) :=¥2(y,x). In this case, observe that n(x,x) = 0and 5(-,x) € Cy[0,4+00).
Then it follows from Theorem 1 that

lim L, (lIIZ(y,x);x) = lim L,(n(y,x);x)=n(x,x)=0 (2.8)
n—>00 n—>o0

(2.6)

+
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uniformly with respect to x € [a,b], b > a. So, considering (2.5), (2.7) and (2.8), and
also using Lemma 3, we immediately see that

Jim n Ly (V2(0)¥(y.x):x) =0 (2.9)

uniformly with respect to x € [a,b]. Taking limit as n — oo in (2.6) and also using
(2.1), (2.3), (2.5), (2.9) we have

. 1 1
i 1L ()= £} = 55" @)+ (5 -6@) 0
n—00 2 2
uniformly with respect to x € [a, b]. The proof is complete. (]

We should note that one can find a sequence (u,) satisfying all assumptions (1.2),
(2.1) and (2.5) in Theorem 2. For example, if we take a = 0 and u, (x) = x, then our
operators in (1.3) turn out to be the classical SMK operators K defined by (1.1). In
this case, we have £(x) = 0. Hence, we obtain the following result.

Corollary 2. For the operators (1.1), if f € C,[0,4+00), y >4, suchthat f', f" €
Cy [0, 4+00), then we have
. . _ 1 " 1,
Jim n{Kn(f:0) = F()} = 53700 + 5 /()
uniformly with respect to x € [0,b], b > 0.
Now, if take @ = 0 and

1++/4n2x2 +1
2n ’
then our operators L, in (1.3) turn out to be

Up(x) = uLl](x) = — x €[0,00), n € N, (2.10)

0 (_ JAn2+2 k
L[l](f;x)::ne—(—l-l-«/W)/ZZ ( 1+ vdn=x +1) / f(t)dl
n 2k j
k=0 n.
2.1
In this case, observe that
0 ifx=0
. 1 ’
E(x):nll)rréon<x—u’[l](x)):§% 0,

So, the next result immediately follows from Theorem 2.

Corollary 3. For the operators (2.11), if f € C},[0,4+00), y > 4, suchthat f', f" €
Cy [0, 4+00), then we have

f0)/2  ifx=0,

nli)néon{L,[}](f;x)_f(x)} = {xf”(x)/2 if x > 0.
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Furthermore, if we choose a = % and

1 1
Up(x) = MLZ](X):X—E, x€|:§,oo),nel]\l,
then the operators in (1.3) reduce to the following operators (see [8]):
00 k
—2nx 2nx — 1)
LP(fix):=ne 2 (—/ 1)dt. 2.12
R WEEY) kgo v ), SO (2.12)

Then, we observe that

1
£(x) nhm n (x up(x) 5
Therefore, we get the next result at once.

Corollary 4 ([8]). For the operators (2.12), if f € Cy[0,+00), y > 4, such that
S, f" € Cy[0,+00), then we have

1
: 2l r. ) _ _ Vi
Jim n{Ly(f:x0) = f(0)} = X (x)
uniformly with respect to x € [1/2,b], b > 1/2.
1

Finally, taking a = 7 and
V3n%2x2+2—-4/3 1
(%) = ulP () = 2O ‘/_, xe |:—oo) neN,  (2.13)
n/3 V3

we get the following positive linear operators:

k

[3] V3—/3n2x242 X (V3”2x2+2—\/§)

L (f:x):=ne V3 Z e i
k=0 . n.k

f@)de. (2.14)

In this case, we find that
— T _ 3] _
£(x) —nli)ngon (x uj (x)) =1.
Then, for the corresponding operators, we have the following

Corollary 5. For the operators (2.14), if f € C,[0,4+00), y > 4, suchthat f', f" €
Cy [0, 4+00), then we have

Jim (L0 = F) = S0/ =5 /00

uniformly with respect to x € [L b], b >

1
75 N
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3. LOCAL APPROXIMATION RESULTS FOR THE OPERATORS L,

In order to study various local approximation properties of the operators L, we
mainly use the (usual) modulus of continuity, the second modulus of smoothness,
and Peetre’s K-functional.

By C2[0,00) we denote the space of all functions f € Cg[0,00) such that f/, /" €
Cp[0,00). Let || f || denote the usual supremum norm of a bounded function f". Then,
the classical Peetre’s K-functional and the second modulus of smoothness of a func-
tion f € Cpl0,00) are defined respectively by

K(f£8):= inf {lf—gl+3llg"ll}

g€Cp[0,00)

and

wy(f.6) = sup [ f(x+2h)=2f(x+h)+ f(x)],

0<h<§, x€[0,00)

where § > 0. Then, by Theorem 2.4 of [5, p. 177], there exists a constant C > 0 such
that

K(f.8) < Can(f,V/5). (3.1

Also, as usual, by w( f,8), § > 0, we denote the usual modulus of continuity of f.
Then, we first get the following local approximation result.

Theorem 3. Let (un) be a sequence of functions on [0,00) satisfying (1.2) for
a fixed a > 0. For any f € Cg[0,00) and for every x € [a,00), n € N, we have

Lo~ £ = Con (£B) 0 (1,

for some constant C > 0, where

un(x)—x—k%‘)

§n(x) 1= (un(x)—x)z—i-m—l-?m%. (3.2)
Proof. Define an operator £2, : Cg[0,00) — Cg0,00) by
2(f50) = La(f 0~ £ (sn () + 5 ) + £, )
So, by Lemma 2(ii), we gt
2 (i) = LaYi ¥) —un(¥) — 3 +x =0 G4

LetgeC ; [0, 00), the space of all functions having the second continuous derivative
on [0,00), and let x € [0,00). Then, it follows from the well-known Taylor formula
that

Yy
g(y)—gx) = wx(y)g/(X)Jr/ vi(y)g"(t)dt, y €[0,00).
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By (3.4), we get
|20 (g:x) —g(x)| = [2, (8(y) —g(x);x)|

y
@ ( / wt(y)g“mdt;x)

y
L, ( / wr(y)g”(t)dt;X)

un (¥)+ 5, 1
-/ v (un<x) T —) ¢"(t)dt
X 2n

Using (3.3) and Lemma 2(ii), we obtain that

B w2+ vz (e + )

2
2uy (x)—x 1
n + 3n2)

|20 (g;x) —g(x)] <

//”

_lls
2

1\2
+ (un(x)—x—kﬁ) ,

% ((un(x>—x)2+

which implies that
|20 (g:%) =g (X)| = [1g"[18n (x). (3.5
where 6, (x) is given by (3.2). Then, for any f € Cg[0, 00), it follows from (3.5) that

[Ln(fix)— fO)] <12 (f —g:x) = (f —8)(X)]
1
+|~Qn(g;X)—g(X)|+‘f(un(X)+ﬂ)—f(X)

<201/ —gll+8: ()8 I+ ‘f (1004 55 ) = f )

<2{1f —gll+8 0l I} + ‘f (a1 5, ) = 0

Hence, by (3.1), we deduce that

[Ln(f:x) = fO = 2{1f =gl +8u () 8" I} + o (ﬁ

u,(x)—x#—%‘)

< 2K (£80()) + 0 (ﬁ

un(x)—x+%‘)

<Cw; (f, \/8n(x)) +a)(f, u,,(x)—x—i—%D

which completes the proof. O
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Using Theorem 3, one can get the following special cases.

Corollary 6. For the classical SMK operators (1.1), we have, for any x >0, n € N
and f € Cg[0,00),

|Kn(f:x) = f(x)] = Cawr (f, ;—C+3’11—2)+w(f%)

Corollary 7. For the operators (2.11), we have, for any f € Cg[0,00), x > 0 and
nehN,

LLI](f;X)—f(X)‘ <Cw» (f, ,8,[,1]()6) ) +w(f, \/4n2x2+1—2nx) ’

2n

where
_ [A72x2
51:11]()() - 2x2_ L + (1 2nx) 4dn4x + 1 ‘
6n2 2n2
Corollary 8. For the operators (2.12), we have, for any f € Cg[0,00), x > % and
n €N,

LR 50= f00] = Con (£ ).

where s
512 (x) 1= = — .
)= T
Corollary 9. For the operators (2.14) we have, for any f € Cg[0,00), x > %
andn € N,
L0 £ = Con (£of o)
vol s 23/33/3n2x2 +2—6(nx +1)+3
ol f. )
6n
where

X (3 233222 1 2)
8,[13] (x) :=2x2+ 3 .
n

4. ESTIMATES FOR LIPSCHITZ-TYPE FUNCTIONS

In this section, for a fixed a > 0, we consider the following Lipschitz-type space

Lipl, () == | / € Cal0.00): | f(0) — £ ()] < M=

(t+x)r/2°
where M is any positive constant and 0 <r < 1.
In order to give an estimation in approximating the functions in Lipj, (r) we need
the next lemma.

X,t € (a,oo)} ,
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Lemmad. Let (1) be a sequence of functions on [0, 00) satisfying (1.2) for a fixed
a > 0. For every x > a and n € N, we have
+1

ankm/ " = xldt <

5,1()6)’ (4.1)
n

where py i (x) and 8, (x) are given by (1.4) and (3.2), respectively.

Proof. Applying the Cauchy—Schwarz inequality to the series in the left hand side
of (4.1), we get

k+1 2
anm)/ e—xldr = ank(x)(/ |r—x|dr)

If we again apply the Cauchy—Schwarz inequality to the integral in the right-hand
side of the last inequality and also use Lemma 2(ii), then we see that

1/2

k+1

[o'e) k+1 1 00
kzpn,km/k 0 —xldr < —H{an,k(x)[k
=0 n k=0 n

1/2
O—XVd%

f Lo (V3:x)
Sn(x)

n
whence the result follows. O

Now we are in position to give our result.

Theorem 4. Let (u,) be a sequence of functions on [0,00) satisfying (1.2) for
a fixed a > 0. Then, for any [ € Lipy,(r), r € (0,1], and for every n € N and
x € (a,00), we have

Mé?
|Ln(f§x)_f(x)|fﬁ, 4.2)

where 8, (x) is given by (3.2).

Proof. We first assume that r = 1. So, let f € Lipy,(1) and x € (a,00). Then, we
get
k+1

La(f10) = fO1 = 3 pui®) / " lf - f)lde
k=0 n

X,

_Mi nk()[ el
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Since

L_ < L we may write that

Vitx = V%

k+1

M E n
La(f12) — F(0)] < ﬁ;)pn,k(x)/ﬁ 0 —x]dr.

Now, by Lemma 4, we conclude that

Sn (X)
1Ln(f1%) = f(O) = My — (4.3)
which gives the desired result for r = 1. Assume now that r € (0,1). Then, taking
p= ; and g = r, for any f e Lip},(r), if we apply the Holder inequality two
times, then we obtain that
k+l
|Ln(f1x) = f(X)] < an k(x)f |f ()= f (o) de

k=0

k41

ipn,k(x) (f '

A

1/r
If(t)—f(X)ldl)

{Zl’nk(x)/ PG f(X)Il/’dt} :

Using the definition of the space Lipy, () and also considering Lemma 4, we get

|Ln(fix)— f(x)] = {an K (x )/ |t

r

M 0 k+1 r
Em{ZPn,k(x)ﬁ |t—x|dt}
e k=0 n
My (x)

— plortr/2xr/2°

Thus, the proof is complete. O

Finally, it should be noted that our Theorem 4 includes many special cases as in
the previous sections. However, we omit the details.
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