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#### Abstract

In this paper positive linear set valued maps defined on the cone are studied. The representation theorem for positive linear set valued maps is given and Lipschitz continuity of these maps is proved. The estimations of upper and lower norms of the positive linear set valued maps are obtained.
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## 1. Introduction

It is known that the set valued analogues of continuous linear operators are set valued maps the graph of which are cones or vector subspaces. These kinds of set valued maps are called processes or linear processes respectively (see, e.g. [10, 11]). They provide a good framework for investigation of general homogenous systems which arise in economics, mechanics and functional analysis (see, e.g. [2, 3, 7, 12]). Differentials of the set valued maps provide examples of closed convex processes (see, e.g. [2, 4]). Various properties of the convex processes are investigated in [1-$3,5,6,8-12]$. Regularity and continuity of the convex processes are discussed in [2,3,5,6,8,9,12]. In [1] controllability property of the differential inclusion is studied where the right hand side of the given differential inclusion is a convex process. In this paper positive linear set valued maps are defined which satisfy additivity and positive homogeneity conditions. The paper is organized as follows:

In Section 2 the representation theorem for a positive linear set valued map is given (Theorem 1). In Section 3 the Lipschitz continuity of the positive linear set valued maps is proved (Theorem 2). In Section 4 the evaluations of upper and lower norms of the positive linear set valued maps are obtained (Theorem 3).

Let $\mathbb{R}^{n}$ be the $n$-dimensional Euclidean space, $\left(X,\|\cdot\|_{X}\right)$ and $\left(Y,\|\cdot\|_{Y}\right)$ be normed spaces, and $a_{i} \in X, i=1,2, \ldots, n$, are nonzero linearly independent vectors. Denote

$$
\mathbb{R}_{+}^{n}=\left\{\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}: \xi_{i} \geq 0, i=1,2, \ldots, n\right\}
$$

$$
\begin{gather*}
K=\left\{x=\sum_{i=1}^{n} \xi_{i} a_{i}:\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}\right\}  \tag{1.1}\\
E^{n}=\left\{x=\sum_{i=1}^{n} \xi_{i} a_{i}:\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}\right\}  \tag{1.2}\\
\alpha=\left(\sum_{i=1}^{n}\left\|a_{i}\right\|_{X}^{2}\right)^{\frac{1}{2}} \tag{1.3}
\end{gather*}
$$

It is obvious that $K \subset X$ is a cone and every $x \in K$ has a unique representation in the form $x=\sum_{i=1}^{n} \xi_{i} a_{i}$, where $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}$. Similarly, every $x \in E^{n}$ also has a unique representation in the form $x=\sum_{i=1}^{n} \xi_{i} a_{i}$, where $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}$.
For given $x \in E^{n}$ we will denote $\mathbf{x}_{n}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}$ and $\left\|\mathbf{x}_{n}\right\|=\left(\sum_{i=1}^{n} \xi_{i}^{2}\right)^{\frac{1}{2}}$.
For each $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}$ we define a function $f(\cdot): \mathbb{R}^{n} \rightarrow[0, \infty)$, setting

$$
\begin{equation*}
f(\xi)=f\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)=\left\|\sum_{i=1}^{n} \xi_{i} a_{i}\right\|_{X} \tag{1.4}
\end{equation*}
$$

Let

$$
\begin{aligned}
& S^{n}=\left\{\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}:\|\xi\|=1\right\}, \\
& S_{+}^{n}=\left\{\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}:\|\xi\|=1\right\} .
\end{aligned}
$$

It is clear that $S_{+}^{n} \subset \mathbb{R}^{n}, S^{n} \subset \mathbb{R}^{n}$ are compact sets, $S_{+}^{n} \subset S^{n}, f(\cdot): \mathbb{R}^{n} \rightarrow[0, \infty)$ is a continuous function and

$$
f(\xi)=\left\|\sum_{i=1}^{n} \xi_{i} a_{i}\right\|_{X}>0 \text { for every } \xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in S^{n}
$$

Hence there exist $\gamma>0$ and $\beta>0$ such that

$$
\begin{align*}
\min \left\{f(\xi): \xi \in S^{n}\right\} & =\gamma  \tag{1.5}\\
\min \left\{f(\xi): \xi \in S_{+}^{n}\right\} & =\beta \tag{1.6}
\end{align*}
$$

It is obvious that $\beta \geq \gamma>0$.
Proposition 1. The inequality

$$
\begin{equation*}
\gamma\left\|\mathbf{x}_{n}\right\| \leq\|x\|_{X} \leq \alpha\left\|\mathbf{x}_{n}\right\| \tag{1.7}
\end{equation*}
$$

is satisfied for every $x \in E^{n}$, and the inequality

$$
\begin{equation*}
\beta\left\|\mathbf{x}_{n}\right\| \leq\|x\|_{X} \leq \alpha\left\|\mathbf{x}_{n}\right\| \tag{1.8}
\end{equation*}
$$

holds for every $x \in K$, where $\alpha>0, \gamma>0$ and $\beta>0$ are defined by (1.3), (1.5) and (1.6) respectively.

Proof. Let $x \in E^{n}$. Then $x=\sum_{i=1}^{n} \xi_{i} a_{i}$, where $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}$, and hence $\mathbf{x}_{n}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}$. Thus, using Cauchy-Schwarz inequality, we obtain from (1.3) that

$$
\begin{equation*}
\|x\|_{X}=\left\|\sum_{i=1}^{n} \xi_{i} a_{i}\right\|_{X} \leq \sum_{i=1}^{n}\left|\xi_{i}\right|\left\|a_{i}\right\|_{X} \leq\left(\sum_{i=1}^{n} \xi_{i}^{2}\right)^{\frac{1}{2}} \cdot\left(\sum_{i=1}^{n}\left\|a_{i}\right\|_{X}^{2}\right)^{\frac{1}{2}}=\alpha\left\|\mathbf{x}_{n}\right\| \tag{1.9}
\end{equation*}
$$

Now, let again $x=\sum_{i=1}^{n} \xi_{i} a_{i} \in E^{n}$ be an arbitrarily chosen vector where $x \neq 0$. Then $\mathbf{x}_{n}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}, \mathbf{x}_{n} \neq 0$ and

$$
\begin{equation*}
\|x\|_{X}=\left\|\sum_{i=1}^{n} \xi_{i} a_{i}\right\|_{X}=\left\|\mathbf{x}_{n}\right\| \cdot\left\|\sum_{i=1}^{n} \frac{\xi_{i}}{\left\|\mathbf{x}_{n}\right\|} \cdot a_{i}\right\|_{X} \tag{1.10}
\end{equation*}
$$

Since $\left(\frac{\xi_{1}}{\left\|\mathbf{x}_{n}\right\|}, \frac{\xi_{2}}{\left\|\mathbf{x}_{n}\right\|}, \ldots, \frac{\xi_{n}}{\left\|\mathbf{x}_{n}\right\|}\right) \in S^{n}$, we have from (1.4) and (1.5) that

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \frac{\xi_{i}}{\left\|\mathbf{x}_{n}\right\|} \cdot a_{i}\right\|_{X} \geq \gamma \tag{1.11}
\end{equation*}
$$

(1.10) and (1.11) imply

$$
\begin{equation*}
\|x\|_{X} \geq \gamma\left\|\mathbf{x}_{n}\right\| \tag{1.12}
\end{equation*}
$$

If $x=0$, then inequality (1.12) is satisfied trivially. From (1.9) and (1.12) we obtain the proof of the inequality (1.7).

Since $K \subset E^{n}$, (1.7) gives

$$
\begin{equation*}
\|x\|_{X} \leq \alpha\left\|\mathbf{x}_{n}\right\| \tag{1.13}
\end{equation*}
$$

for every $x \in K$, where $\alpha>0$ is defined by (1.3).
Let, now, $x=\sum_{i=1}^{n} \xi_{i} a_{i} \in K$ be an arbitrarily chosen vector such that $x \neq 0$. Then $\mathbf{x}_{n}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}, \mathbf{x}_{n} \neq 0$ and

$$
\begin{equation*}
\|x\|_{X}=\left\|\sum_{i=1}^{n} \xi_{i} a_{i}\right\|_{X}=\left\|\mathbf{x}_{n}\right\| \cdot\left\|\sum_{i=1}^{n} \frac{\xi_{i}}{\left\|\mathbf{x}_{n}\right\|} \cdot a_{i}\right\|_{X} . \tag{1.14}
\end{equation*}
$$

Since $\left(\frac{\xi_{1}}{\left\|\mathbf{x}_{n}\right\|}, \frac{\xi_{2}}{\left\|\mathbf{x}_{n}\right\|}, \ldots, \frac{\xi_{n}}{\left\|\mathbf{x}_{n}\right\|}\right) \in S_{+}^{n}$, we have from (1.4) and (1.6) that

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \frac{\xi_{i}}{\left\|\mathbf{x}_{n}\right\|} \cdot a_{i}\right\|_{X} \geq \beta \tag{1.15}
\end{equation*}
$$

(1.14) and (1.15) imply

$$
\begin{equation*}
\|x\|_{X} \geq \beta\left\|\mathbf{x}_{n}\right\| \tag{1.16}
\end{equation*}
$$

The inequality (1.16) is also verified, if $x=0$. (1.13) and (1.16) yield the proof of the inequality (1.8).

Proposition 2. The cone $K \subset X$ defined by relation (1.1) is a pointed cone, i.e. $K$ is closed, convex, and $K \bigcap(-K)=\left\{0_{X}\right\}$.

Proof. Convexity of the cone $K$ is obvious. Let us prove closedness. Let $x^{(m)}=$ $\sum_{i=1}^{n} \xi_{i}^{(m)} a_{i} \in K$ for every $m=1,2, \ldots$ and $x^{(m)} \rightarrow x^{*}$ as $m \rightarrow \infty$. By virtue of Proposition 1 we have

$$
\begin{equation*}
\left\|\mathbf{x}_{n}^{(m)}\right\| \leq \frac{1}{\beta}\left\|x^{(m)}\right\|_{X} \tag{1.17}
\end{equation*}
$$

for every $m=1,2, \ldots$ where $\mathbf{x}_{n}^{(m)}=\left(\xi_{1}^{(m)}, \xi_{2}^{(m)}, \ldots, \xi_{n}^{(m)}\right)$.
Since $x^{(m)} \rightarrow x^{*}$ as $m \rightarrow \infty$, then it follows from (1.17) that there exists an $r>0$ such that

$$
\left\|\mathbf{x}_{n}^{(m)}\right\| \leq r
$$

for every $m=1,2, \ldots$, and hence

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\xi_{i}^{(m)}\right)^{2} \leq r^{2} \tag{1.18}
\end{equation*}
$$

for every $m=1,2, \ldots$. (1.18) implies that the sequences $\left\{\xi_{i}^{(m)}\right\}_{m=1}^{\infty}$ are bounded for every $i=1,2, \ldots, n$. Hence there exists a subsequence $\left\{\xi_{i}^{\left(m_{j}\right)}\right\}_{j=1}^{\infty}$ such that $\xi_{i}^{\left(m_{j}\right)} \rightarrow \xi_{i}^{*}$ as $j \rightarrow \infty$ for every $i=1,2, \ldots, n$. It is obvious that $\xi_{i}^{*} \geq 0$ for every $i=1,2, \ldots, n$.

Denote $y_{*}=\sum_{i=1}^{n} \xi_{i}^{*} a_{i}$. Then $y_{*} \in K$ and $x^{\left(m_{j}\right)} \rightarrow y^{*}$ as $j \rightarrow \infty$, where $x^{\left(m_{j}\right)}=$ $\sum_{i=1}^{n} \xi_{i}^{\left(m_{j}\right)} a_{i}$. Since $x^{(m)} \rightarrow x^{*}$ as $m \rightarrow \infty$, we get $x_{*}=y_{*} \in K$.

Let us prove the validity of the relation

$$
K \bigcap(-K)=\left\{0_{X}\right\}
$$

Let us assume contrary, i.e. let there exists $x_{*} \in K$ such that $x_{*} \neq 0$ and $-x_{*} \in K$. Then there exist unique $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}$ and $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{n}\right) \in \mathbb{R}_{+}^{n}$ such that

$$
\begin{equation*}
x_{*}=\sum_{i=1}^{n} \xi_{i} a_{i},-x_{*}=\sum_{i=1}^{n} \eta_{i} a_{i} \tag{1.19}
\end{equation*}
$$

(1.19) yields

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\xi_{i}+\eta_{i}\right) a_{i}=0 \tag{1.20}
\end{equation*}
$$

Since the vectors $a_{1}, a_{2}, \ldots, a_{n}$ are linearly independent, $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}$ and $\eta=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{n}\right) \in \mathbb{R}_{+}^{n}$, (1.20) implies that $\xi_{i}=0, \eta_{i}=0$ for every $i=1,2, \ldots, n$, and hence $x_{*}=0$. This contradicts with $x_{*} \neq 0$.

The family of all non-empty, compact, and convex subsets of $Y$ is denoted by $P_{k c}(Y)$. The Hausdorff distance between the sets $U \subset Y$ and $V \subset Y$ is denoted by $h_{Y}(U, V)$ and defined as

$$
h_{Y}(U, V)=\max \left\{\sup _{u \in U} d_{Y}(u, V), \sup _{v \in V} d_{Y}(v, U)\right\},
$$

where $d_{Y}(u, V)=\inf \left\{\|u-v\|_{Y}: v \in V\right\}$ (see, e.g., [2]). It is known that $\left(P_{k c}(Y), h_{Y}(\cdot, \cdot)\right)$ is a metric space.

Now let us formulate some properties of convex sets. For $U \in P_{k c}(Y), V \in$ $P_{k c}(Y)$, and $\lambda \in \mathbb{R}^{1}$ we denote

$$
U+V=\{u+v: u \in U, v \in V\}, \quad \lambda U=\{\lambda u: u \in U\}
$$

It is obvious that if $U \in P_{k c}(Y), V \in P_{k c}(Y), \lambda \in \mathbb{R}^{1}$, then $\lambda(U+V)=\lambda U+\lambda V$. If $U \in P_{k c}(Y), \lambda \in \mathbb{R}_{+}^{1}, \mu \in \mathbb{R}_{+}^{1}$, then $(\lambda+\mu) U=\lambda U+\mu U$.

For a given $U \in P_{k c}(Y)$ we denote

$$
\|U\|=\max \left\{\|u\|_{Y}: u \in U\right\}
$$

It is not a difficult matter to verify that $\|U\|=0$ iff $U=\left\{0_{Y}\right\},\|U+V\| \leq\|U\|+$ $\|V\|$ for every $U \in P_{k c}(Y)$ and $V \in P_{k c}(Y),\|\lambda U\|=|\lambda|\|U\|$ for every $\lambda \in \mathbb{R}^{1}$ and $U \in P_{k c}(Y)$. Let

$$
\left(P_{k c}(Y)\right)^{n}=\underbrace{P_{k c}(Y) \times P_{k c}(Y) \times \ldots \times P_{k c}(Y)}_{n \text { times }} .
$$

For $\lambda \in \mathbb{R}_{+}^{1}, \xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}, \mathcal{U}=\left(U_{1}, U_{2}, \ldots, U_{n}\right) \in\left(P_{k c}(Y)\right)^{n}, \mathcal{V}=$ $\left(V_{1}, V_{2}, \ldots, V_{n}\right) \in\left(P_{k c}(Y)\right)^{n}$ we denote

$$
U+\mathcal{V}=\left(U_{1}+V_{1}, U_{2}+V_{2}, \ldots, U_{n}+V_{n}\right)
$$

$$
\begin{aligned}
\lambda U & =\left(\lambda U_{1}, \lambda U_{2}, \ldots, \lambda U_{n}\right) \\
\|U\|_{C} & =\left(\sum_{i=1}^{n}\left\|U_{i}\right\|^{2}\right)^{\frac{1}{2}} \\
<\xi, U> & =\sum_{i=1}^{n} \xi_{i} U_{i}
\end{aligned}
$$

Proposition 3. Let $\mathcal{U}=\left(U_{1}, U_{2}, \ldots, U_{n}\right) \in\left(P_{k c}(Y)\right)^{n}, \mathcal{V}=\left(V_{1}, V_{2}, \ldots, V_{n}\right) \in$ $\left(P_{k c}(Y)\right)^{n}, \lambda \in \mathbb{R}_{+}^{1}, \xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}$. Then

$$
\begin{gather*}
\|U+\mathcal{V}\|_{C} \leq\|U\|_{C}+\|\mathcal{V}\|_{C}  \tag{1.21}\\
\|\lambda U\|_{C}=\lambda \cdot\|U\|_{C}  \tag{1.22}\\
\|<\xi, \mathcal{U}>\| \leq\|\xi\| \cdot\|U\|_{C} \tag{1.23}
\end{gather*}
$$

Proof. The proofs of (1.21) and (1.22) are obvious. To prove inequality (1.23) it is enough to use Cauchy-Schwarz inequality. Thus,

$$
\begin{aligned}
\|<\xi, U>\| & =\left\|\sum_{i=1}^{n} \xi_{i} U_{i}\right\| \leq \sum_{i=1}^{n} \xi_{i}\left\|U_{i}\right\| \\
& \leq\left(\sum_{i=1}^{n}\left(\xi_{i}\right)^{2}\right)^{\frac{1}{2}} \cdot\left(\sum_{i=1}^{n}\left\|U_{i}\right\|^{2}\right)^{\frac{1}{2}}=\|\xi\| \cdot\|U\|_{C} .
\end{aligned}
$$

## 2. Positive Linear Set Valued Maps

Definition 1. Let $X$ and $Y$ be normed spaces, $K \subset X$ be defined by (1.1), $F(\cdot)$ : $K \rightarrow P_{k c}(Y)$ be a given set valued map. If

$$
F\left(\lambda x_{1}+\mu x_{2}\right)=\lambda F\left(x_{1}\right)+\mu F\left(x_{2}\right)
$$

for every $x_{1} \in K, x_{2} \in K, \lambda \in \mathbb{R}_{+}^{1}$ and $\mu \in \mathbb{R}_{+}^{1}$, then $F(\cdot)$ is called a positive linear set valued map.

Let us give the representation theorem for positive linear set valued maps.
Theorem 1. Let $K \subset X$ be defined by (1.1), $F(\cdot): K \rightarrow P_{k c}(Y)$ be a given positive linear set valued map. Then there exists a unique $\mathcal{F}=\left(F_{1}, F_{2}, \ldots, F_{n}\right) \in\left(P_{k c}(Y)\right)^{n}$ such that

$$
\begin{equation*}
\left.F(x)=<\mathbf{x}_{n}, \mathscr{F}\right\rangle \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|F(x)\| \leq\left\|\mathbf{x}_{n}\right\| \cdot\|\mathcal{F}\|_{C} \leq \frac{1}{\beta}\|\mathcal{F}\|_{C} \cdot\|x\|_{X} \tag{2.2}
\end{equation*}
$$

for every $x \in K$, where $\beta>0$ is defined by (1.6).

Proof. Denote $F_{i}=F\left(a_{i}\right)(i=1,2, \ldots, n)$ and $\mathcal{F}=\left(F_{1}, F_{2}, \ldots, F_{n}\right)$. Since $F_{i} \in$ $P_{k c}(Y)$, then $\mathcal{F} \in\left(P_{k c}(Y)\right)^{n}$.

Let $x \in K$. Then there exists a unique $\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}$ such that $x=\sum_{i=1}^{n} \xi_{i} a_{i}$, and hence $\mathbf{x}_{n}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$. Since the set valued map $F(\cdot)$ is positive linear, we obtain

$$
F(x)=F\left(\sum_{i=1}^{n} \xi_{i} a_{i}\right)=\sum_{i=1}^{n} F\left(\xi_{i} a_{i}\right)=\sum_{i=1}^{n} \xi_{i} F\left(a_{i}\right)=\sum_{i=1}^{n} \xi_{i} F_{i}=<\mathbf{x}_{n}, \mathcal{F}>
$$

The validity of inequality (2.2) follows from Proposition 1 and Proposition 3.
Now let us prove the uniqueness of representation (2.1). Let there exists $\mathcal{E}=$ $\left(E_{1}, E_{2}, \ldots, E_{n}\right) \in\left(P_{k c}(Y)\right)^{n}$ such that for every $x \in K$

$$
\begin{equation*}
F(x)=<\mathbf{x}_{n}, \mathcal{E}> \tag{2.3}
\end{equation*}
$$

From (2.1) and (2.3) it follows that

$$
<\mathbf{x}_{n}, \mathscr{F}>=<\mathbf{x}_{n}, \mathcal{E}>
$$

for every $x \in K$ and consequently

$$
\begin{equation*}
\sum_{i=1}^{n} \xi_{i} F_{i}=\sum_{i=1}^{n} \xi_{i} E_{i} \tag{2.4}
\end{equation*}
$$

for every $\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}$.
Taking $\xi_{i_{*}}=1, \xi_{i}=0$ if $i \neq i_{*}$, we get from (2.4) that $F_{i_{*}}=E_{i_{*}}$, and hence $F_{i}=$ $E_{i}$ for every $i=1,2, \ldots, n$. Thus $\mathcal{E}=\mathscr{F}$, and representation (2.1) is unique.

Theorem 1 implies the validity of the following corollary.
Corollary 1. Let $K \subset X$ be defined by (1.1), $F(\cdot): K \rightarrow P_{k c}\left(\mathbb{R}^{1}\right)$ be a given positive linear set valued map. Then there exists a unique $\mathcal{F}=\left(\left[\alpha_{1}, \beta_{1}\right],\left[\alpha_{2}, \beta_{2}\right], \ldots,\left[\alpha_{n}, \beta_{n}\right]\right) \in\left(P_{k c}\left(\mathbb{R}^{1}\right)\right)^{n}$ such that

$$
F(x)=\sum_{i=1}^{n} \xi_{i} \cdot\left[\alpha_{i}, \beta_{i}\right]=\left[\sum_{i=1}^{n} \xi_{i} \cdot \alpha_{i}, \sum_{i=1}^{n} \xi_{i} \cdot \beta_{i}\right]
$$

for every $x \in K$, where $\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)=\mathbf{x}_{n}$ and $\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}$.

## 3. Lipschitz Continuity of the Positive Linear Set Valued Maps

The following proposition characterizes Lipschitz continuity of the positive linear set valued maps.

Theorem 2. Let $K \subset X$ be defined by (1.1), $F(\cdot): K \rightarrow P_{k c}(Y)$ be a given positive linear set valued map. Then the set valued map $F(\cdot)$ is Lipschitz continuous with Lipschitz constant $\frac{1}{\gamma}\|\mathcal{F}\|_{C}$ that is

$$
h_{Y}\left(F\left(x^{(1)}\right), F\left(x^{(2)}\right)\right) \leq \frac{1}{\gamma}\|\mathcal{F}\|_{C} \cdot\left\|x^{(1)}-x^{(2)}\right\|_{X}
$$

for every $x^{(1)} \in K, x^{(2)} \in K$, where $\gamma>0$ is defined by (1.5), $\mathcal{F}=\left(F_{1}, F_{2}, \ldots, F_{n}\right) \in\left(P_{k c}(Y)\right)^{n}, F_{i} \in P_{k c}(Y)(i=1,2, \ldots, n)$ are defined in Theorem 1 .

Proof. According to Theorem 1, there exists a unique $\mathcal{F}=\left(F_{1}, F_{2}, \ldots, F_{n}\right) \in$ $\left(P_{k c}(Y)\right)^{n}$ such that for every $x \in K$

$$
\begin{equation*}
F(x)=<\mathbf{x}_{n}, \mathcal{F}> \tag{3.1}
\end{equation*}
$$

Let $x^{(1)} \in K, \quad x^{(2)} \in K, \quad \mathbf{x}_{n}^{(1)}=\left(\xi_{1}^{(1)}, \xi_{2}^{(1)}, \ldots, \xi_{n}^{(1)}\right) \in \mathbb{R}_{+}^{n}$, $\mathbf{x}_{n}^{(2)}=\left(\xi_{1}^{(2)}, \xi_{2}^{(2)}, \ldots, \xi_{n}^{(2)}\right) \in \mathbb{R}_{+}^{n}$. Then we get from (3.1) that

$$
\begin{align*}
& F\left(x^{(1)}\right)=<\mathbf{x}_{n}^{(1)}, \mathcal{F}>=\sum_{i=1}^{n} \xi_{i}^{(1)} F_{i}  \tag{3.2}\\
& F\left(x^{(2)}\right)=<\mathbf{x}_{n}^{(2)}, \mathcal{F}>=\sum_{i=1}^{n} \xi_{i}^{(2)} F_{i} \tag{3.3}
\end{align*}
$$

Let $u_{*} \in F\left(x^{(1)}\right)$ be an arbitrarily chosen vector. Then by virtue of (3.2) there exist $f_{1} \in F_{1}, f_{2} \in F_{2}, \ldots, f_{n} \in F_{n}$ such that

$$
\begin{equation*}
u_{*}=\sum_{i=1}^{n} \xi_{i}^{(1)} f_{i} \tag{3.4}
\end{equation*}
$$

Now let

$$
\begin{equation*}
v_{*}=\sum_{i=1}^{n} \xi_{i}^{(2)} f_{i} \tag{3.5}
\end{equation*}
$$

Then according to (3.3) we have $v_{*} \in F\left(x^{(2)}\right)$. From (3.4) and (3.5) it follows that

$$
\begin{align*}
\left\|u_{*}-v_{*}\right\|_{Y}=\left\|\sum_{i=1}^{n}\left(\xi_{i}^{(1)} f_{i}-\xi_{i}^{(2)} f_{i}\right)\right\|_{Y} & \leq \sum_{i=1}^{n}\left|\xi_{i}^{(1)}-\xi_{i}^{(2)}\right|\left\|f_{i}\right\|_{Y} \\
& \leq \sum_{i=1}^{n}\left|\xi_{i}^{(1)}-\xi_{i}^{(2)}\right|\left\|F_{i}\right\| \tag{3.6}
\end{align*}
$$

(3.6) and Cauchy-Schwarz inequality yield

$$
\begin{equation*}
\left\|u_{*}-v_{*}\right\|_{Y} \leq\left(\sum_{i=1}^{n}\left(\xi_{i}^{(1)}-\xi_{i}^{(2)}\right)^{2}\right)^{\frac{1}{2}} \cdot\left(\sum_{i=1}^{n}\left\|F_{i}\right\|^{2}\right)^{\frac{1}{2}}=\|\mathcal{F}\|_{C} \cdot\left\|\mathbf{x}_{n}^{(1)}-\mathbf{x}_{n}^{(2)}\right\| \tag{3.7}
\end{equation*}
$$

Since $x^{(1)}-x^{(2)} \in E^{n}$, where $E^{n}$ is defined by (1.2), Proposition 1 implies that

$$
\begin{equation*}
\left\|\mathbf{x}_{n}^{(1)}-\mathbf{x}_{n}^{(2)}\right\| \leq \frac{1}{\gamma}\left\|x^{(1)}-x^{(2)}\right\|_{X} \tag{3.8}
\end{equation*}
$$

where $\gamma>0$ is defined by (1.5). (3.7) and (3.8) yield that

$$
\begin{equation*}
\left\|u_{*}-v_{*}\right\|_{Y} \leq \frac{1}{\gamma}\|\mathcal{F}\|_{C} \cdot\left\|x^{(1)}-x^{(2)}\right\|_{X} \tag{3.9}
\end{equation*}
$$

It follows from (3.9) that

$$
\begin{equation*}
d_{Y}\left(u_{*}, F\left(x^{(2)}\right)\right) \leq \frac{1}{\gamma}\|\mathcal{F}\|_{C} \cdot\left\|x^{(1)}-x^{(2)}\right\|_{X} \tag{3.10}
\end{equation*}
$$

Since $u_{*} \in F\left(x^{(1)}\right)$ is an arbitrarily chosen vector, then we get from (3.10) that

$$
\begin{equation*}
\sup \left\{d_{Y}\left(u, F\left(x^{(2)}\right)\right): u \in F\left(x^{(1)}\right)\right\} \leq \frac{1}{\gamma}\|\mathcal{F}\|_{C} \cdot\left\|x^{(1)}-x^{(2)}\right\|_{X} \tag{3.11}
\end{equation*}
$$

Analogously it is possible to prove that

$$
\begin{equation*}
\sup \left\{d_{Y}\left(v, F\left(x^{(1)}\right)\right): v \in F\left(x^{(2)}\right)\right\} \leq \frac{1}{\gamma}\|\mathcal{F}\|_{C} \cdot\left\|x^{(1)}-x^{(2)}\right\|_{X} \tag{3.12}
\end{equation*}
$$

(3.11) and (3.12) imply the proof of the proposition.

Proposition 4. Let $K \subset X$ be defined by (1.1), $F(\cdot): K \rightarrow P_{k c}(Y)$ be a given positive linear set valued map. Then

$$
g r F(\cdot)=\{(x, y) \in K \times Y: y \in F(x)\}
$$

is a closed convex cone.
Proof. The proof that $g r F(\cdot)$ is a convex cone is obvious. Closedness of $g r F(\cdot)$ follows from Theorem 2, asserting that the set valued map $F(\cdot): K \rightarrow P_{k c}(Y)$ is continuous.

By virtue of [2], [11], and Proposition 4 we conclude that the positive linear set valued map $F(\cdot): K \rightarrow P_{k c}(Y)$ is a closed convex processes.

## 4. The Norm of the Positive Linear Set Valued Maps

According to [2] and [6] the upper and lower norms of the positive linear set valued map $F(\cdot): K \rightarrow P_{k c}(Y)$, where $K \subset X$ is given by relation (1.1), are respectively defined as

$$
\begin{gathered}
\|F(\cdot)\|_{u}=\sup _{x \in K \backslash\left\{0_{X}\right\}} \frac{\|F(x)\|}{\|x\|_{X}}=\sup _{x \in K \backslash\left\{0_{X}\right\}} \frac{\sup \left\{\|f\|_{Y}: f \in F(x)\right\}}{\|x\|_{X}}, \\
\|F(\cdot)\|_{l}=\sup _{x \in K \backslash\left\{0_{X}\right\}} \frac{d_{Y}\left(0_{Y}, F(x)\right)}{\|x\|_{X}}=\sup _{x \in K \backslash\left\{0_{X}\right\}} \frac{\inf \left\{\|f\|_{Y}: f \in F(x)\right\}}{\|x\|_{X}} .
\end{gathered}
$$

It is obvious that $\|F(\cdot)\|_{l} \leq\|F(\cdot)\|_{u}$. The following theorem gives estimations of upper and lower norms of the positive linear set valued map $F(\cdot): K \rightarrow P_{k c}(Y)$.

Theorem 3. Let $K \subset X$ be defined by (1.1), $F(\cdot): K \rightarrow P_{k c}(Y)$ be a given positive linear set valued map. Then

$$
\max \left\{\frac{m_{i}}{\left\|a_{i}\right\|_{X}}: i=1,2, \ldots, n\right\} \leq\|F(\cdot)\|_{l} \leq\|F(\cdot)\|_{u} \leq \frac{1}{\beta}\|\mathcal{F}\|_{C}
$$

where $\beta>0$ is defined by (1.6), $\mathcal{F}=\left(F_{1}, F_{2}, \ldots, F_{n}\right) \in\left(P_{k c}(Y)\right)^{n}, F_{i} \in P_{k c}(Y)$ $(i=1,2, \ldots, n)$ are defined in Theorem $1, m_{i}=d_{Y}\left(0_{Y}, F_{i}\right), a_{i} \in X, i=1,2, \ldots, n$, are linearly independent vectors given in (1.1).

Proof. Applying Theorem 1 we have

$$
\begin{align*}
\|F(\cdot)\|_{u} & =\sup _{x \in K \backslash\left\{0_{X}\right\}} \frac{\|F(x)\|}{\|x\|_{X}} \\
& \leq \sup _{x \in K \backslash\left\{0_{X}\right\}} \frac{1}{\beta}\|\mathcal{F}\|_{C}\|x\|_{X} \cdot \frac{1}{\|x\|_{X}}=\frac{1}{\beta}\|\mathcal{F}\|_{C} \tag{4.1}
\end{align*}
$$

Let us choose an $x \in K \backslash\left\{0_{X}\right\}$. Then there exists a unique $\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{R}_{+}^{n}$ such that $x=\sum_{i=1}^{n} \xi_{i} a_{i}$, and hence $\mathbf{x}_{n}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$ and $\left\|\mathbf{x}_{n}\right\|=\left(\sum_{i=1}^{n} \xi_{i}^{2}\right)^{\frac{1}{2}}$.

Using Theorem 1 we have

$$
\begin{align*}
d_{Y}\left(0_{Y}, F(x)\right) & =\min \left\{\|f\|_{Y}: f \in F(x)\right\}=\min \left\{\|f\|_{Y}: f \in<\mathbf{x}_{n}, \mathcal{F}>\right\} \\
& =\min \left\{\left\|\sum_{i=1}^{n} \xi_{i} f_{i}\right\|_{Y}: f_{i} \in F_{i}\right\} \tag{4.2}
\end{align*}
$$

where $\mathscr{F}=\left(F_{1}, F_{2}, \ldots, F_{n}\right) \in\left(P_{k c}(Y)\right)^{n}, F_{i} \in P_{k c}(Y)(i=1,2, \ldots, n)$ are defined in Theorem 1. Since $x=\sum_{i=1}^{n} \xi_{i} a_{i}$, we obtain from (4.2) that

$$
\begin{align*}
\frac{d_{Y}\left(0_{Y}, F(x)\right)}{\|x\|_{X}} & =\frac{\min \left\{\left\|\sum_{i=1}^{n} \xi_{i} f_{i}\right\|_{Y}: f_{i} \in F_{i}\right\}}{\left\|\sum_{i=1}^{n} \xi_{i} a_{i}\right\|_{X}} \\
& =\frac{\min \left\{\left\|\sum_{i=1}^{n} \frac{\xi_{i}}{\left\|\mathbf{x}_{n}\right\|} f_{i}\right\|_{Y}: f_{i} \in F_{i}\right\}}{\left\|\sum_{i=1}^{n} \frac{\xi_{i}}{\left\|\mathbf{x}_{n}\right\|} a_{i}\right\|_{X}} \tag{4.3}
\end{align*}
$$

Since $x \in K \backslash\left\{0_{X}\right\}$ is arbitrarily chosen, $\left(\frac{\xi_{1}}{\left\|\mathbf{x}_{n}\right\|}, \frac{\xi_{2}}{\left\|\mathbf{x}_{n}\right\|}, \ldots, \frac{\xi_{n}}{\left\|\mathbf{x}_{n}\right\|}\right) \in S_{+}^{n}$, (4.3) implies that

$$
\begin{align*}
\|F(\cdot)\|_{l} & =\sup _{x \in K \backslash\left\{0_{X}\right\}} \frac{d_{Y}\left(0_{Y}, F(x)\right)}{\|x\|_{X}} \\
& =\sup _{x \in K \backslash\left\{0_{X}\right\}} \frac{\min \left\{\left\|\sum_{i=1}^{n} \frac{\xi_{i}}{\left\|\mathbf{x}_{n}\right\|} f_{i}\right\|_{Y}: f_{i} \in F_{i}\right\}}{\left\|\sum_{i=1}^{n} \frac{\xi_{i}}{\left\|\mathbf{x}_{n}\right\|} a_{i}\right\|_{X}} \\
& =\sup _{\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right) \in S_{+}^{n}} \frac{\min \left\{\left\|\sum_{i=1}^{n} \theta_{i} f_{i}\right\|_{Y}: f_{i} \in F_{i}\right\}}{\left\|\sum_{i=1}^{n} \theta_{i} a_{i}\right\|_{X}} . \tag{4.4}
\end{align*}
$$

Let $\left(\theta_{1}^{*}, \theta_{2}^{*}, \ldots, \theta_{n}^{*}\right)=(0, \ldots, 0,1,0, \ldots, 0) \in S_{+}^{n}$ where 1 is $i$-th coordinate. Then it follows from (4.4) that

$$
\|F(\cdot)\|_{l}=\sup _{\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right) \in S_{+}^{n}} \frac{\min \left\{\left\|\sum_{i=1}^{n} \theta_{i} f_{i}\right\|_{Y}: f_{i} \in F_{i}\right\}}{\left\|\sum_{i=1}^{n} \theta_{i} a_{i}\right\|_{X}}
$$

$$
\begin{align*}
& \frac{\min \left\{\left\|\sum_{i=1}^{n} \theta_{i}^{*} f_{i}\right\|_{Y}: f_{i} \in F_{i}\right\}}{\left\|\sum_{i=1}^{n} \theta_{i}^{*} a_{i}\right\|_{X}} \\
= & \frac{\min \left\{\left\|f_{i}\right\|_{Y}: f_{i} \in F_{i}\right\}}{\left\|a_{i}\right\|_{X}}=\frac{m_{i}}{\left\|a_{i}\right\|_{X}} . \tag{4.5}
\end{align*}
$$

Since the inequality (4.5) holds for every $i=1,2, \ldots, n$, then we have from (4.5) that

$$
\begin{equation*}
\|F(\cdot)\|_{l} \geq \max \left\{\frac{m_{i}}{\left\|a_{i}\right\|_{X}}: i=1,2, \ldots, n\right\} \tag{4.6}
\end{equation*}
$$

The inequalities (4.1) and (4.6) complete the proof.
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