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Abstract We consider random walks on the square lattice of the plane along the

lines of Heyde (1982, 1993) and den Hollander (1994), whose studies have in part

been inspired by the so-called transport phenomena of statistical physics. Two-

dimensional anisotropic random walks with anisotropic density conditions á la

Heyde (1982, 1983) yield fixed column configurations and nearest-neighbour ran-

dom walks in a random environment on the square lattice of the plane as in den

Hollander (1994) result in random column configurations. In both cases we conclude

simultaneous weak Donsker and strong Strassen type invariance principles in terms

of appropriately constructed anisotropic Brownian motions on the plane, with self-

contained proofs in both cases. The style of presentation throughout will be that of

a semi-expository survey of related results in a historical context.

Keywords Random walk; anisotropic lattices; random anisotropic lattices;

anisotropic Brownian motions; in probability and almost sure stochastic approxima-
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1 Introduction

Motivated by, and along the lines of, Heyde (1982, 1993) and den Hollander (1994),

in this paper we consider random walks on the square lattice of the plane whose

studies have in part been inspired by the so-called transport phenomena of statistical

physics (cf., e.g., 1 Introduction in Heyde (1993) and 1.4 History of den Hollander

(1994), and their references).

Two-dimensional anisotropic random walks with asymptotic density conditions

á la Heyde (1982, 1983) yield fixed column configurations (cf. Section 1.1) and

nearest-neighbour random walks in a random environment on the square lattice of

the plane as in den Hollander (1994) result in random column configurations (cf.

Section 1.2). In both cases, in the same respective sections, we conclude simul-

taneous weak Donsker and strong Strassen type invariance principles in terms of

appropriately constructed anisotropic Brownian motions on the plane via making

use of the initial approach of the above papers in hand.

Thus, in Section 1.1, via the initial approach of Heyde (1992, 1993), we arrive at

the respective weak and strong fixed column embedding conclusions as in Theorem

1 and Theorem 2, holding simultaneously on the same probability space, while in

Section 1.2 we conclude the respective corresponding simultaneous weak and strong

random column conclusions of Theorem C and Theorem 3, via the initial approach

of den Hollander (1994).

In view of this syncronized parallel relationship we may say that, to the ex-

tent of simultaneously having a weak Donsker and strong Strassen type asymptotic

behaviour, under their respective initial conditions the two random walks in hand

behave similarly. More precisely, in addition to extending the results of Heyde (1982,

1993) on the weak Donsker and strong Strassen type asymptotic path behaviour of

a 2-dimensional anisotropic random walk with transition probabilities as in (1.1)

under his asymptotic density conditions as in (1.2), the latter with η = 0 in the

case of Theorem 1, in this exposition we have also succeeded in showing that, to

the extent of weak Donsker and strong Strassen type asymptotic path behaviour, a

nearest-neighbour 2-dimensional random walk with probability law µ as in the (⋆)

den Hollander (1994) condition of (1.17) and transition probabilities as in (1.19)

behaves like a 2-dimensional anisotropic random walk with anisotropy determined

only by q as in (1.17) and not by any other parameters of µ. This in turn also

amounts to the main observation of this exposition (cf. Observation in Section 1.2).

The corresponding respective self contained proofs are given in Sections 2.1 and

2.2. The style of presentation throughout will be that of a semi-expository survey

of related results in a historical context.

We also wish to note that, using an alternative construction of the random walk
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{Xn, Yn}, n = 1, 2, ...., on Z
2 with horizontal step transition probabilities 1/2 − pj

and vertical step transition probabilities pj , i.e., an inverted ”upside down” version

of transion probabilities as in (1) of Heyde (1993) (cf. (1.1) in this exposition),

and assuming the asymptotic density condition of Heyde (1982) for the transition

probabilities as spelled out in (1.2), Csáki et al. (2013) established a joint strong

approximation result for {Xn, Yn} by two independent standard Wiener processes

as in their Theorem 1.1. Mutatis mutandis, an alternative equivalent version of our

Theorem 2 per se could also be proved via making use of the latter strong approxi-

mation result. On the other hand, our Donsker type in probability approximation as

in Theorem 1 is new, and so is also its relationship to our present way of establishing

Theorem 2 (cf. Remark 2).

Next we note that our strong Strassen type Theorem 3, an extended version of

(2.1) of Theorem 2 in den Hollander (1994), is new and so is also its relationship

under the same conditions to Therem C, a reformulated version of Theorem 1 of

den Hollander (1994) á la our Theorem 1 (cf. Remark 5).

In the context of nearest-neighbour random walks in random environment on

the square lattice on the plane, den Hollander (1994) also deals with other functions

of the walk, like return probability and range. For anisotropic random walks on

the plane Csáki et al. (2013) also study their local times, recurrence and range

under various conditions. We have not succeeded in furthering and synchronizing

the result yielded by the two approaches in hand along the latter lines.

1.1 Two-dimensional anisotropic random walks; Fixed col-

umn configurations with asymptotic density conditions

For the sake of introducing and motivating the study of two-dimenssional anisotropic

random walks on the square lattice Z2 we quote from 1. Introduction of Heyde (1993):

”One area of application involves conductivity of various organic salts,

such as tetrathiofuvalene (TTF)-tetracyanoquinodimethane (TCNQ), which

show signs of superconductivity. They conduct strongly in one direction

but not others. Indeed, the conductivity parallel to the structural axis

is 100 times or more that perpendicular to it. The molecular forms of

TCNQ and TTF are planar so that they can be easily stacked and, in

fact, the structure of the TTF-TCNQ crystal is generally thought to con-

sist of parallel columns of separately stacked TTF and TCNQ molecules.

Another related area of application concerns transport in physical sys-

tems which lack complete connectivity such as with fluid flow through

packed columns, for example in gas absorption or distillation processes.
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In such situations gases or liquids predominantly flow through vertical

cylinders filled with a random packing of inert objects such as ceramic

rings.

The predominance of one dimension for the transport, say along rows,

plus a possible lack of complete connectivity, can be modeled rather more

generally by an anisotropic 2-dimensional random walk in which the

transition mechanism depends only on the index of the column which is

at present occupied. Thus, we consider a random walk which, if situated

at a site on column j, moves with probability pj to either horizontal

neighbour and with probability 1
2
−pj to either vertical neighbour at the

next step.”

More formally, let Xn and Yn denote the horizontal and vertical positions of the

walk after n steps, starting from X0 = Y0 = 0, with transition probabilities as in (1)

of Heyde (1993):

P{(Xn+1, Yn+1) = (j − 1, k)|(Xn, Yn) = (j, k)} = pj

P{(Xn+1, Yn+1) = (j + 1, k)|(Xn, Yn) = (j, k)} = pj

P{(Xn+1, Yn+1) = (j, k−1)|(Xn, Yn) = (j, k)} = 1/2−pj

P{(Xn+1, Yn+1) = (j, k + 1)|(Xn, Yn) = (j, k)} = 1/2−pj (1.1)

for (j, k) ∈ Z
2, and n = 0, 1, 2, . . ., a so-called anisotropic 2-dimensional random walk

with possibly unequal symmetric horizontal and vertical step transition probabil-

ities that depend only on the index of the column which is at present occupied.

We assume throughout that 0<pj≤1/2 and minj∈Z pj<1/2.

Thus, as in Heyde (1993), we consider a random walk which, if situated at a site

on column j, moves with probability pj to either horizontal neighbour, and with

probability 1/2− pj to either vertical neighbour at the next step.

The case pj = 1/4, j = 0,±1,±2, . . . corresponds to a simple symmetric random

walk on the plane. For studies of this case we refer to Erdős and Taylor (1960),

Dvoretzky and Erdős (1951), Révész (2013) and the references in these works.

When pj = 1/2 for some j, then the vertical line x = j is missing, not connected,

i.e., we have a so-called non-connective column.

If all pj = 1/2, then the random walk takes place on the x axis, i.e., (Xn, Yn)

reduces to a simple symmetric random walk on the real line. This case is excluded

from this investigation. Hence the assumption that minj∈Zpj < 1/2.

When pj = 1/2, j = ±1,±2, . . ., but p0 = 1/4, then all the vertical lines x =

j = ±1,±2, . . . are missing, except that of x = 0, i.e., the y axis. Thus we get what

could be called a random walk on a “horizontal comb”, whose vertical version was
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studied by Weiss and Havlin (1986), Bertacchi and Zucca (2003), Bertacchi (2006),

Csáki et al. (2009, 2011).

Back to the random walk (1.1), even though the transition probabilities depend

on the position of the first coordinate of Zn := (Xn, Yn), n ∈ N, both Xn and Yn will

be seen to behave like a simple symmetric random walk on Z, except for a random

time delay, and independently of each other.

Heyde (1982) assumed the following asymptotic density condition for the tran-

sition probabilities of (1.1):

k−1
k
∑

j=1

p−1
j = 2γ + o(k−η), k−1

k
∑

j=1

p−1
−j = 2γ + o(k−η) (1.2)

as k → ∞, for some constants 1 < γ < ∞ and 1/2 < η < ∞.

Under condition (1.2), for the first coordinate of Zn, Heyde (1982) concluded his

Theorem 1 that reads as follows.

Theorem A On an appropriate probability space forXn there is a standard Wiener

process {W (t), t ≥ 0} so that

γ1/2Xn = W (n(1 + εn)) +O(n1/4(log n)1/2(log log n)1/2) a.s. (1.3)

as n → ∞, with εn → 0 a.s.

As to this theorem, Heyde (1982) writes:

“If strong additional assumptions are made about the column types, for

example if there is a finite number of different types which occur with

fixed periodicity, then the random variable εn can safely be removed

and relegated to the error in (1.3). We shall not pursue this question

here because the presence of ǫn does not cause undue complication in

the extraction of specific results from (1.3) as evidenced by Corollary 1

below.”

The just mentioned Corollary 1 in Heyde (1982) reads as follows.

Corollary A Under condition (1.2), we have

(i) γ1/2n−1/2Xn→dN(0, 1), as n → ∞,

(ii) lim supn→∞(2nγ−1 log log n)−1/2Xn = 1 a.s. ,

(iii) lim infn→∞(2nγ−1 log log n)−1/2Xn = −1 a.s.

One of the aims of this exposition is to show that no additional conditions are

needed for removing and relegating the random variable εn to the error in (1.3)
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(cf. (1.13) of our Theorem 2, Corollary 2 and our conclusion right after the latter

corollary). Let σ0 = 0 < σ1 < σ2 < · · · be the successive times at which the values of

Xi−Xi−1, i = 1, 2, . . ., are nonzero, and put S1(k) = Xσk
. By the assumed symmetry

of the transition probabilities in (1.1), S1(k) is a simple symmetric random walk on

Z.

In view of this and (1.2), Heyde (1982) concludes his Lemma 1:
∑∞

1 n−2Ep−2
Sn

<

∞ and hence
∑∞

1 n−2p−2
Sn

< ∞ a.s. This, in turn, leads to the principal result

that is needed for establishing his Theorem 1, i.e., Theorem A as above, namely to

Theorem 2 of Heyde (1982):

n−1σn → γ a.s., as n → ∞. (1.4)

Also, Xn = Xσk
for σk ≤ n < σk+1. As in the proof of Theorem 1 of Heyde

(1982), for n fixed let

σk(n) := max [j : 1 ≤ j ≤ n, Xj 6= Xj−1] .

Then

Xn = Xσk(n)
= S1(k(n)) (1.5)

is the horizontal position of the walk Zn = (Xn, Yn) after k(n) horizontal steps in

the first n steps of Zn and, using (1.4), under condition (1.2) we have

n−1k(n) → γ−1 a.s., as n → ∞ (1.6)

(cf. Proof of Theorem 1 of Heyde (1982)). The latter conclusion in combination

with Strassen’s invariance principle (cf. Strassen (1967)) as in Heyde (1982), results

in his Theorem 1 (cf. Theorem A above).

Clearly, in view of (1.5), ℓ(n) := n− k(n) is the number of vertical steps in the

first n steps of Zn and, as a consequence of (1.6), under condition (1.2) we also have

n−1ℓ(n) → 1− γ−1 a.s., as n → ∞. (1.7)

Under the weaker condition that η = 0 in (1.2), Heyde (1993) concluded (1.6)

and (1.7) in probability, i.e., that as n → ∞, we have

n−1k(n) → γ−1 and n−1ℓ(n) → 1− γ−1 in probability. (1.8)

Using this together with the Cramér-Wold device in combination with the mar-

tingale limit result of Theorem 3.2 in Hall and Heyde (1980), Heyde (1993) estab-

lished the following asymptotic joint distribution for the random walk Zn = (Xn, Yn).

Theorem B Assume (1.2) with η = 0. Then, as n → ∞,

(a) n−1/2Zn =

(

Xn

n1/2
,

Yn

n1/2

)

→d

(

γ−1/2N1, (1− γ−1)1/2N2

)

,
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where N1 and N2 are independent standard normal random variables, and

(b) EX2
n ∼ γ−1n and EY 2

n ∼ (1− γ−1)n.

The symbol ∼ means that the ratio of the two sides tends to 1 as n → ∞. Here,

and throughout, →d stands for convergence in distribution.

Thus, as noted by Heyde (1993), the asymptotic behaviour of n−1/2(Xn, Yn)

depends only on the macroscopic properties of the medium through which the walk

takes place, i.e., of the {pj, j ∈ Z} as in (1.2), with η = 0 in this particular case. In

the same paper Heyde also notes that this is of considerable practical significance

since, although many materials are heterogeneous on a microscopic scale, they are

essentially homogeneous on a macroscopic or laboratory scale. In conclusion Heyde

(1993) writes (cf. 3. Final Remark):

“The so called dimensional anisotropy is (1 − γ−1)/γ−1 and for a

material like TTF-TCNQ we expect this to be, say 10−2. It should

be noted that this would be achieved, for example, if only every 100th

column were connective. We would have pj =
1
2
for j a non-connective

column and pj =
1
4
for j a connective column.”

Remark 1 We note that condition (1.2) clearly holds true if {pj}j∈Z is a periodic

sequence. Namely, in this case, for a given positive integer L ≥ 1, pj+L = pj for all

j ∈ Z, and for i = 0, 1, . . . , we have

1

L

L−1
∑

j=0

1

pj+iL

=
1

L

L−1
∑

j=0

1

pj
= 2γ, (1.9)

with some constant 1 < γ < ∞, as in (1.2). A particular periodic case, the so-called

uniform case, when pj = 1/4 if |j| ≡ 0 (mod L) and pj = 1/2 otherwise yields

(1.9) with γ = (L + 1)/L. This uniform periodic case may serve as a model for

describing dimensional anisotropies as in the just quoted example of Heyde (1993)

via (1− γ−1)/γ−1 = γ − 1 = 1/L.

Csáki et al. (2013) study the asymptotic behaviour of the anisotropic random

walk {Xn, Yn} under both conditions (1.2) and (1.9).

In order to formulate our results here, consider D([0,∞),R2), the space of

R
2 valued càdlàg functions on [0,∞). For functions (f(t), g(t)) =

(

(f1(t), f2(t)),

(g1(t), g2(t))
)

in this function space, define for all fixed T > 0

∆ = ∆T (f, g) := sup
0≤t≤T

‖(f1(t)− g1(t)), (f2(t)− g2(t))‖, (1.10)

where ‖ · ‖ is a norm in R
2, usually the ‖ · ‖p norm with p = 1 or 2 in our case.

7



Based on Heyde’s result as in (1.8) that is implied by condition (1.2) with η = 0,

our first new conclusion is a Donsker type weak invariance principle, an extension

of Heyde’s bivariate central limit theorem (CLT) as in (a) of Theorem B, that reads

as follows.

Theorem 1 With X0 = Y0 = 0, let {Xn, Yn, n ≥ 0} be the horizontal and vertical

positions after n steps of the random walk on Z
2 with transition probabilities as

in (1.1), and assume that condition (1.2) holds true with η = 0. Then, on an

appropriate probability space for this random walk Zn := {Xn, Yn} on Z
2, one can

construct two independent standard Wiener processes {W1(t), t ≥ 0}, {W2(t), t ≥ 0}
so that, as n → ∞, with

{

Wn(t), t ≥ 0
}

n≥0
:=

{

W1(ntγ
−1)

n1/2
,
W2(nt(1 − γ−1))

n1/2
, t ≥ 0

}

n≥0

(1.11)

we have for all fixed T > 0

sup
0≤t≤T

∥

∥

∥
n−1/2Z[nt] −Wn(t)

∥

∥

∥

= sup
0≤t≤T

∥

∥

∥

∥

X[nt] −W1(ntγ
−1)

n1/2
,
Y[nt] −W2(nt(1− γ−1))

n1/2

∥

∥

∥

∥

= oP (1). (1.12)

Moreover, based on (1.6) instead of (1.8) that is implied by assuming (1.2) as

postulated with 1/2 < η < ∞, we arrive at a strong Strassen type invariance

principle for Zn := {Xn, Yn} on Z
2 as follows.

Theorem 2 With X0 = Y0 = 0, let {Xn, Yn, n ≥ 0} be the horizontal and vertical

positions after n steps of the random walk on the integer lattice Z
2 with transition

probabilities as in (1.1) and assume that condition (1.2) holds true. Then, on an

appropriate probability space for this random walk Zn := {Xn, Yn} on Z
2, one can

construct two independent standard Wiener processes {W1(t), t≥0}, {W2(t), t ≥ 0}
so that, as n → ∞, with {Wn(t), t ≥ 0}n≥0 as in (1.11), we have

sup
0≤t≤1

∥

∥

∥
(2n log log n)−1/2Z[nt] − (2 log logn)−1/2Wn(t)

∥

∥

∥

= sup
0≤t≤1

∥

∥

∥

∥

(

X[nt] −W1(ntγ
−1)

(2n log log n)1/2
,
Y[nt] −W2(nt(1 − γ−1))

(2n log log n)1/2

)
∥

∥

∥

∥

= o(1) a.s. (1.13)
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Remark 2 It will be seen when proving Theorems 1 and 2 that the respective

conclusions of (1.12) and (1.13) hold simultaneously on the same probability space

in terms of the there constructed two independent standard Wiener processes W1

and W2. Thus Wn in (1.13) coincides with that of (1.11) not only by notation, but

also by construction.

Define now the measurable space (D([0,∞),R2),D), where D is the σ-field gen-

erated by the collection of all ∆-open balls for all T > 0 of the function space

D([0,∞),R2), where a ball is a subset of D([0,∞),R2) of the form

{(f1, f2) : ∆T ((f1, f2), (g1, g2)) < r}

for some (g1, g2) ∈ D([0,∞),R2) and r > 0, with ∆T as in (1.10).

As a consequence of (1.12) of Theorem 1, on taking T = 1, we may, for example,

conclude weak convergence for the càdlàg process n−1/2 Z[n·] in D([0, 1],R2) in terms

of the following functional convergence in distribution statement.

Corollary 1 Under the conditions of Theorem 1, as n → ∞, we have

h(n−1/2Z[nt]) = h

(

X[nt]

n1/2
,
Y[nt]

n1/2

)

→d h
(

W(t)diag(γ−1/2, (1− γ−1)1/2)
)

d
= h(W1(tγ

−1),W2(t(1− γ−1)) (1.14)

for all h : D([0, 1],R2) → R
2 that are (D([0, 1],R2),D)measurable and∆-continuous,

or ∆-continuous except at points forming a set of measure zero on (D([0, 1],R2),D)

with respect to the Wiener measure W of (W(t), 0 ≤ t ≤ 1) := ((W1(t),W2(t)), 0 ≤
t ≤ 1), where W1 and W2 are two independent standard Wiener processes, and

d
=

stands for equality in distribution.

The Brownian motion W(t)diag(γ−1/2, (1 − γ−1)1/2) on R
2 with the indicated

diffusion matrix diag(·, ·) is an example of an anisotropic Brownian motion.

Remark 3 In the context of Corollary 1, D of the measurable space (D([0, 1],R2),D)

coincides with the σ-field generated by the ∆-open balls of the function space

D([0, 1],R2) equipped with the norm ∆ as in (1.8) with T = 1. Clearly, the Brow-

nian motion (Wiener process) (W(t), 0 ≤ t ≤ 1) := (W1(t),W2(t), 0 ≤ t ≤ 1),

where W1 and W2 are two independent standard Wiener processes, is a random el-

ement of (C([0, 1],R2), E), the measurable space of R2-valued continuous functions

on [0, 1], where E is the Borel σ-field generated by the ∆-open subsets of the space

of R2-valued continuous functions C([0, 1],R2). Since

C([0, 1],R2) ∈ D([0, 1],R2) and E = C([0, 1],R2) ∩ D, (1.15)

W(t) is also a random element of (D([0, 1],R2),D), and we can extend the Wiener

measure W of {W(t), 0 ≤ t ≤ 1} on (C([0, 1],R2), E) to (D([0, 1],R2),D) as follows:
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for any set A ∈ D, we have A∩C([0, 1],R2) =: B ∈ E and, via puttingW(A) = W(B)

for A ∈ D, we retain W(C([0, 1],R2)) = 1. Also, on account of (1.15), for any

map h : D([0, 1],R2) → R
2 that is D measurable, with h as in (1.14), the R

2-

valued map h(W(t)diag(γ−1/2, (1−γ−1)1/2)) is seen to be a two dimensional random

vector. For further details concerning the above lines, we refer to the middle three

paragraphs of page 2948 of Csörgő and Martsynyuk (2011). Also, in Section 1.2 of

the latter paper, we say that a sequence of random elements {Gn(t), 0 ≤ t ≤ 1}n≥1

of (D([0, 1],R2),D) converges weakly to a continuous random element {G(t), 0 ≤
t ≤ 1} of (D([0, 1],R2),D), if, as n → ∞, g(Gn(t))→d g(G(t)) for all functionals

g : D([0, 1],R2) → R that are D measurable and ∆-continuous, or ∆-continuous

except on a set of measure zero in D with respect to the measure generated by

G(t). We note that Corollary 1 also holds true in terms of the latter definition of

weak convergence, i.e., with replacing Gn(t) by n−1/2Z[nt], and G(t) by W(t), in this

definition in hand (cf. also Remarks 1.2, 1.3, and Proposition 1.1. of Csörgő and

Martsynyuk (2011)).

Back to Corollary 1, on taking t = 1, it reduces to Theorem of Heyde (1993) (cf.

Theorem B).

As another immediate example of Corollary 1, as n → ∞, under the conditions

of Theorem 1, we conclude

(

n−1/2

∫ 1

0

X[nt]dt, n
−1/2

∫ 1

0

Y[nt]dt

)

→d

(

γ−1/2

∫ 1

0

W1(t)dt, (1− γ−1)1/2
∫ 1

0

W2(t)dt

)

d
=
(

γ−1/2N1(0, 1/3), (1− γ−1)1/2N2(0, 1/3)
)

,

where N1(0, 1/3) and N2(0, 1/3) are independent normal random variables with

mean 0 and variance 1/3. Here, and throughout,
d
= stands for equality in a distri-

bution.

Define now the continuous time process Znt := {Xnt, Ynt} by linear interpolation

for t ∈ [0, 1], i.e., Znt are random elements of C([0, 1],R2), and interpret the uniform

∆-norm defined in (1.10) for functions in this function space.

Recall the definition of the two dimensional Strassen (1964) class of absolutely

continuous functions:

S(2) =

{

(f(x), g(x)) , 0 ≤ x ≤ 1 : f(0) = g(0) = 0,

∫ 1

0

(ḟ 2(x) + ġ2(x))dx ≤ 1

}

.

As noted already in the Introduction, via using an alternative construction of

random walk {Xn, Yn} on Z
2 with horizontal step transition probabilities 1/2 − pj
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and vertical step transition probabilities pj , i.e., an inverted version of transition

probabilities as in (1.1), and assuming condition (1.2), Csáki et al. (2013) established

a joint strong approximation for {Xn, Yn} by two independent standard Wiener

processes as in their Theorem 1.1. As a consequence of the latter Theorem 1.1 and

the two-dimensional version of the Strassen (1964) functional iterated logarithm law

that is stated as Lemma D in Csáki et al. (2013) for the continuous time process

Znt := {Xnt, Ynt} as right above, they concluded a functional law of the iterated

logarithm as stated in their Corollary 1.1. Via our Theorem 2 parts (i)-(iii) of the

latter corollary are inherited in the present context, and they read as follows.

Corollary 2 For the random walk Zn·, as a consequence of Theorem 2, we conclude

that

(i) the sequence of random vector-valued functions
(

γ1/2 Xnx

(2n log log n)1/2
,

(

γ

γ−1

)1/2
Ynx

(2n log log n)1/2
, 0≤x≤1

)

n≥3

is almost surely relatively compact in C([0, 1],R2) in the uniform ∆-norm

topology, and its limit points is the set of functions S(2) (i.e., the collection of

a.s. limits of convergent subsequences in uniform ∆-norm).

(ii) In particular, the vector sequence
(

Xn

(2n log log n)1/2
Yn

(2n log log n)1/2

)

n≥3

is almost surely relatively compact in the rectangle
[

− 1√
γ
,

1√
γ

]

×
[

−
√
γ − 1√
γ

,

√
γ − 1√
γ

]

and the set of its limit points is the ellipse
{

(x, y) : γx2 +
γ

γ − 1
y2 ≤ 1

}

.

(iii) Moreover,

lim sup
n→∞

Xn√
2n log log n

=
1√
γ
a.s.

and

lim sup
n→∞

Yn√
2n log log n

=

√
γ − 1√
γ

a.s.

For a survey on the path behaviour of random walks on a 2-dimensional anisotropic

lattice with asymptotic density conditions à la Heyde (1982, 1993) we refer to Csáki

et al. (2015).
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1.2 A nearest-neighbour random walk in a random environ-

ment on Z
2; Random column configurations

Shuler (1979) formulated three conjectures on the asymptotic properties of a nearest-

neighbour random walk on Z
2 that is allowed to make horizontal steps everywhere

but vertical steps only on a random fraction of the columns.

Following den Hollander (1994), let

C = {C(x)}x∈Z (1.16)

be a random {0, 1}-valued sequence with probability law µ on {0, 1}Z, satisfying the

assumptions:

(∗) µ is stationary and ergodic (w.r.t. translations in Z),

0 < q := µ(C(0) = 1) ≤ 1, (1.17)

i.e., q = EµC(0), the expected value of C(0) with respect to µ.

We note in passing that due to the assumed stationarity of the probability mea-

sure µ on {0, 1}Z, we have (1.17) for C(x) for all x ∈ Z and EµC(x) = q.

Given the sequence C = {C(x)}x∈Z, a random environment is constructed the

following way: (i) the horizontal edges of the lattice Z
2 are left unchanged, i.e., all

the horizontal edges in all the rows are kept, and (ii) all the vertical edges in the

column x are left or erased, depending on whether C(x) = 1 or C(x) = 0. Thus,

given C = {C(x)}x∈Z, all the rows are connected, but only a part of the columns

are.

Now, given C = {C(x)}x∈Z, let

{Z(n)}n≥0 = {X(n), Y (n)}n≥0 (1.18)

be the random walk that starts from the origin at time 0 and chooses with equal

probability one of the unerased edges of the lattice Z
2 adjacent to the current posi-

tion and jumps along it to a neighbouring site, i.e., given C, the random walk Z(n),

n ∈ N, on the path space (Z2)N with probability law PC as in (4) of den Hollander

(1994) has the following transition probabilities:

PC(Z(n + 1) = (x± 1, y)|Z(n) = (x, y)) = 1/2 if C(x) = 0

PC(Z(n + 1) = (x± 1, y ± 1)|Z(n) = (x, y)) = 1/4 if C(x) = 1. (1.19)

On integrating over C with respect to µ, the thus obtained random walk in random

environment process has probability law P :=
∫

PCµ(dC).

We note in passing that with q = 1, (1.19) becomes a simple symmetric random

walk on Z
2.
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The three conjectures formulated by Shuler (1979), and referred to as “Ansätze”

by him, relate to the asymptotic behaviour of Z(n) under the law P as n → ∞.

They concern the total number of steps and the mean-square displacement in the x

(horizontal) and y (vertical) directions, the probability of return to the origin, and

the expected number of distinct sites visited, in the first n steps of Z(n).

For n fixed, and keeping the notation used by den Hollander (1994), let

nx(n) := |{0 ≤ m < n : X(m+ 1) 6= X(m)}| ,
ny(n) := |{0 ≤ m < n : Y (m+ 1) 6= Y (m)}| , (1.20)

respectively denote the total number of horizontal and vertical steps in the first n

steps of Z(n). Proved as Ansatz 1 of Shuler (1979) in den Hollander (1994), with

C = {C(x)}x∈Z of (1.16) and µ as in (1.17), we have

lim
n→∞

nx(n)

n
= qx P–a.s.

lim
n→∞

ny(n)

n
= qy P–a.s. (1.21)

Clearly, nx(n) + ny(n) = n and, in view of (1.21), qx + qy = 1. Also, as noted by

den Hollander (1994), qx and qy denote the density of horizontal and vertical bonds

in the lattice Z2, i.e., qx+ qy = 1 and qy/qx = q by (∗). Consequently, the respective
limits in (1.21) are

qx = 1/(1 + q) and qy = q/(1 + q). (1.22)

We note in passing that the P–a.s. conclusions of (1.21) can be viewed as re-

spective analogues of those of (1.6) and (1.7) for the anisotropic random walk Zn

under the asymptotic density condition (1.2) for its transition probabilities as in

(1.1) in that, under (∗), the asymptotic behaviour of the random walk Z(n) with its

PC transition probabilities as in (1.19) integrated over C behaves like an anisotropic

random walk on Z
2, with the anisotropy determined only by q via µ of (∗). More-

over, q viewed as the density of the connected columns via q = qy/qx, it “coincides”

with the so-called dimensional anisotropy (cf. the quoted 3. Final Remark of

Heyde (1993) right above Remark 1)

lim
n→∞

n−1ℓ(n)

n−1k(n)
=

1− γ−1

γ−1
= γ − 1 (1.23)

of the anisotropic random walk Zn under the condition (1.2) that, in turn, implies

the respective a.s. conclusions of (1.6) and (1.7) via the Proof of Theorem 1 of Heyde

(1982), as noted right after (1.6).

Remark 4 In view of our conclusion in Remark 1 concerning the so-called uniform

periodic case, and our lines right above on q = qy/qx versus (1.23), it appears to
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be reasonable to say that (∗) together with (1.19), in the long run amount to a

stationary ergodic randomization of deleting columns in the uniform periodic case

on an average q = EµC(0) = EC(x) times, instead of (γ − 1) fraction of times as in

(1.23) that, for a given positive integer L ≥ 1, is equal to 1/L in the fixed column

uniform periodic configuration case. On taking q = 1/L in (∗) in combination with

the transition probabilities of (1.19) in the random column configuration model,

in the long run amounts to realizing the dimensional anisotropy of a fixed column

uniform periodic configuration 1/L times on an average, instead of having it equal

to (γ − 1) = 1/L eventually under the condition (1.2).

Further along these lines, from the P–a.s. limits of (1.21) that coincide with

Ansatz 1 of den Hollander (1994), he concludes

EX2(n) ∼ 1

1 + q
n

EY 2(n) ∼ q

1 + q
n. (1.24)

Here E denotes expectation with respect to P =
∫

PCµ(dC), and the statements

themselves are analogous to (b) of Theorem B, established by Heyde (1993) under

his condition (1.2) with η = 0.

Under the additional mixing assumption (19) of den Hollander (1994) on µ, he

concludes

Q(n) := P (Z(2n) = (0, 0)) ∼ 1 + q

2πq1/2n
(1.25)

and

R(n) := E|{Z(0),Z(1), . . . ,Z(n)}| ∼ 2πq1/2n

(1 + q) logn
, (1.26)

where E denotes expectation with respect to P as in (1.24), and the integrand

|{Z(0),Z(1), . . . ,Z(n)}| stands for the number of distinct sites visited, as in den

Hollander (1994).

As noted before, with q = 1, (1.19) becomes a simple symmetric random walk

on Z
2, and (1.25) and (1.26) are well known results in this classical context.

Also, as noted already, the conclusions of (1.21) constitute Ansatz 1 of Shuler

(1979). We also note in passing that the respective results of (1.25) and (1.26) that

are based on those of (1.24), that is (10) in den Hollander (1994), coincide with

(11) and (12) of den Hollander (1994), which in turn respectively amount to Ansatz

2 and Ansatz 3 of Shuler (1979). Concerning the latter (10), (11) and (12) of his

paper, den Hollander (1994) writes as follows:

“Note that the coefficients in (10)-(12) depend on µ only via the density

of connected columns q. Moreover, (10)-(12) are precisely what one

14



would find for a random walk on the full lattice that makes horizontal

and vertical steps with probability qx = 1/(1 + q), resp. qy = q/(1 + q).

Actually, this was the main idea behind the formulation of the Ansätze

in the first place: asymptotically the random walk should behave like an

anisotropic random walk on Z
2, with the anisotropy determined only by

q and not by any other parameters of µ. Though, as we shall see later,

this is not quite true in full generality under (∗) [not for Q(n) and R(n)

at least], it is indeed true for many asymptotic properties associated

with the random walk and within a large class of column distributions

(including periodic distributions and i.i.d. distributions).”

The in here mentioned condition (∗) of den Hollander (1994) is that of (1.17) on

µ above, and the hinted at further condition is the mixing assumption of (19) on

µ in den Hollander (1994) that we already mentioned fleetingly when introducing

(1.25) and (1.26) above.

Observation In this section we are to spell out analogues of Theorems 1 and 2

under the (∗) den Hollander (1994) condition of (1.17) on µ. These analogues will

constitute evidence to saying that, under the latter condition, asymptotically the

random walk Z(n) in random environment with probability law P =
∫

PCµ(dC)

(cf. (1.16), (1.19) respectively for C and PC) behaves like an anisotropic random

walk on Z
2 does, with the anisotropy determined only by q and not by any other

parameters of µ, as if it were an anisotropic 2-dimensional random walk under the

asymptotic density condition of Heyde (1982), with γ = 1 + q, 0 < q ≤ 1, in (1.2)

for the transition probabilities of (1.1).

As in den Hollander (1994), let Bq = {Bq(t)}t≥0 be anisotropic Brownian motion

on R
2 with diffusion matrix

D =

(

1/(1 + q) 0

0 q/(1 + q)

)

, (1.27)

i.e., EBq(t) = (0, 0) and the finite dimensional distributions of {Bq(t)}t≥0 are Gaus-

sian with covariance matrix min(s, t)D, 0 ≤ s, t < ∞. Consequently, {Bq(t)}t≥0

has the following representation

{Bq(t)}t≥0
d
=
{

W(t) diag
(

(1/(1 + q))1/2, (q/(1 + q))1/2
)}

t≥0

d
= {W1(t/(1 + q)),W2(tq/(1 + q))}t≥0 (1.28)

with {W(t)}t≥0 := {(W1(t),W2(t))}t≥0, where {W1(t), t ≥ 0} and {W2(t), t ≥ 0}
are two independent standard Wiener processes.

We now reformulate the invariance principle of Theorem 1 of den Hollander

(1994) for Z(n) à la Theorem 1 in our previous section.
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Theorem C Assume (∗) for the probability law µ of the random {0, 1}-valued se-

quence {C(x)}x∈Z on {0, 1}Z. Then (1.21) is true and, on an appropriate probability

space for Z(n) on Z
2 with transition probabilities as in (1.19) and probability law

P :=
∫

PCµ(dC), one can construct two independent standard Wiener processes

{W1(t), t ≥ 0}, {W2(t), t ≥ 0} so that, as n → ∞, with

{Wn(t), t ≥ 0}n≥0 :=

{

W1(nt/(1 + q))

n1/2
,
W2(ntq/(1 + q))

n1/2
, t ≥ 0

}

n≥0

(1.29)

and q as in (1.17), we have for all fixed T > 0

sup
0≤t≤T

‖n−1/2Z([nt])−Wn(t)‖

= sup
0≤t≤T

∥

∥

∥

∥

X([nt])−W1(nt/(1 + q))

n1/2
,
Y ([nt])−W2(ntq/(1 + q))

n1/2

∥

∥

∥

∥

= oP (1). (1.30)

Moreover, under the same condition, i.e., only under the (∗) den Hollander (1994)

condition of (1.17) on µ, we also have the following Strassen type extended version

of (21) of his Theorem 2 (ibid.).

Theorem 3 Assume (∗) as in (1.17). Then on the probability space of Theorem C

with the same independent standard Wiener processes W1 and W2, we have

sup
0≤t≤1

∥

∥(2n log logn)−1/2Z([nt])− (2 log log n)−1/2Wn(t)
∥

∥

= sup
0≤t≤1

∥

∥

∥

∥

X([nt])−W1(nt/(1 + q))

(2n log log n)1/2
,
Y ([nt])−W2(ntq/(1 + q))

(2n log log n)1/2

∥

∥

∥

∥

= o(1) P–a.s., n → ∞. (1.31)

Remark 5 Under their respective conditions, Theorem 1 and Theorem C “coin-

cide”, and so do also Theorem 2 and Theorem 3. Thus, to the extent of simultane-

ously having a weak Donsker and a strong Strassen type asymptotic behaviour, the

two random walks in hand behave similarly. Moreover, just like having Theorem 1

under the weaker conditions of (1.8) than that of (1.6), Theorem C will also be seen

to be true under assuming only convergence in probability versions of the P–a.s.

conclusions of (1.21). We do not however know how to go about weakening the (∗)
assumption of (1.17) for the probability law µ so that it would only yield the desired

weaker version of (1.21).

Remark 6 Mutatis mutandis, Corollaries 1 and 2 also hold true in the context of

Theorems C and 3 respectively.
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2 Proofs

2.1 Preliminaries and proofs of Theorems 1 and 2

As right after Corollary A à la 3. Proofs of Heyde (1982), let again σ0 = 0 < σ1 <

σ2 < · · · be the successive times at which the values of the Xi−Xi−1, i = 1, 2, . . . are

nonzero, and put again S1(k) = Xσk
. By the assumed symmetry of the transition

probabilities in (1.1), {S1(k), k ≥ 0} is a simple symmetric random walk on Z. Also,

Xn = Xσk
for σk ≤ n < σk+1. For n fixed let

σk(n) := max[j : j ≤ n, Xj 6= Xj−1].

Then again, as in (1.5),

Xn = Xσk(n)
= S1(k(n)) (2.1)

is the horizontal position of the walk Zn = (Xn, Yn) after k(n) horizontal steps in

the first n steps of Zn.

Clearly, in view of (2.1), ℓ(n) := n− k(n) is the number of vertical steps in the

first n steps of Zn. On its own, the vertical position Yn of the walk Zn = (Xn, Yn)

can be dealt with similarly to that of its horizontal position Xn. As in the proof

of Theorem in Heyde (1993), let τ0 = 0 < τ1 < τ2 < · · · be the successive times at

which the values of Yi − Yi−1, i = 1, 2, . . . are nonzero and put S2(k) = Yτk . Then,

again by the assumed symmetry of the transition probabilities (1.1), {S2(k), k ≥ 0}
is a simple symmetric random walk on Z, and Yn = Yτk for τk ≤ n < τk+1. For n

fixed, let

τℓ(n) := max[j : j ≤ n, Yj 6= Yj−1].

Then, for Yn, the vertical position of the random walk Zn = (Xn, Yn) after n steps,

we have

Yn = Yτℓ(n)
= S2(ℓ(n)) (2.2)

after ℓ(n) vertical steps in the first n steps of Zn.

As above, with σk and τk standing for the times at which X and Y make their

respective k-th steps (σ0 = τ0 = 0), both

{Xσk
, k ≥ 0} = {S1(k), k ≥ 0} (2.3)

{Yτk , k ≥ 0} = {S2(k), k ≥ 0} (2.4)

are simple symmetric random walks on Z, and are defined independently of each

other. Consequently, the random walk Zn = (Xn, Yn)n≥0 with transition probabili-

ties as in (1.1) and viewed à la (2.1) and (2.2) can be studied in terms of

Zn = (Xn, Yn) = (Xσk(n)
, Yτℓ(n)

) = (S1(k(n)), S2(ℓ(n)) (2.5)
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where, as before, k(n) and ℓ(n) are the respective numbers of horizontal and vertical

steps in the first n steps of Zn, S1(·) and S2(·) are independent simple symmetric

random walks on Z, and k(n) + ℓ(n) = n.

Now, without changing their distribution, on an appropriate probability space

for the two independent simple symmetric random walks {Si(j), j ≥ 0}, i = 1, 2,

one can construct two independent standard Wiener processes {W1(t), t ≥ 0} and

{W2(t), t ≥ 0} so that (cf. Komlós, Major and Tusnády [KMT] (1975))

|Si(j)−Wi(j)| = O(log j) a.s., i = 1, 2, (2.6)

as j → ∞, and

sup
0≤t≤1

|Si([nt])−Wi(nt)| = O(logn) a.s., i = 1, 2, (2.7)

as n → ∞.

Consequently, as n → ∞, the components of Zn as in (2.5) can be studied

independently via the approximations

|S1(k(n))−W1(k(n))| = O(log k(n)) a.s., (2.8)

sup
0≤t≤1

|S1(k(nt))−W1(k(nt))| = O(log k(n)) a.s., (2.9)

and

|S2(ℓ(n))−W2(ℓ(n))| = O(log ℓ(n)) a.s., (2.10)

sup
0≤t≤1

|S2(ℓ(nt))−W2(ℓ(nt))| = O(log ℓ(n)) a.s., (2.11)

where k(nt) and ℓ(nt) are the respective numbers of horizontal and vertical steps in

the first [nt] steps of Z[nt], 0 ≤ t ≤ 1, and k(nt) + ℓ(nt) = [nt].

Now, under condition (1.2) we have (1.6) and, as in the Proof of Theorem 1 of

Heyde (1982), on writing k(n) = nγ−1(1 + εn), with εn → 0 a.s. as n → ∞, we

arrive at (cf. (2.8))

|S1(k(n))−W1(nγ
−1(1 + εn))| = O(lognγ−1(1 + εn)) a.s.

= O(logn) a.s. (2.12)

as n → ∞. Moreover, as n → ∞, we have also (cf. (2.9))

sup
0≤t≤1

∣

∣

∣
S1(k(nt))−W1(ntγ

−1(1 + εn))
∣

∣

∣
= O(logn) a.s. (2.13)

Recalling that for Xn, the horizontal position of the random walk after n steps,

we have (cf. (2.1)) Xn = Xσk(n)
= S1(k(n)), via (2.12), as n → ∞, we arrive at

γ1/2Xn = W1(n(1 + εn)) +O(logn) a.s.
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that in turn rhymes with (1.3) of Theorem A, a result of Heyde (1982), except the a.s.

O(·) rate, that in his case is due to using a result of Strassen (1967), that amounts

to the best possible approximation of the partial sums S1(·) by Brownian motion

via Skorokhod stopping times, while that of KMT (1975) that we use amounts to

its globally best possible approximation. As we will however see later on, both serve

equally well in the present context.

In view of (2.13), as n → ∞, we have

sup
0≤t≤1

∣

∣

∣

∣

X[nt]

n1/2
− W1(ntγ

−1(1 + εn))

n1/2

∣

∣

∣

∣

= O

(

log n

n1/2

)

a.s. (2.14)

As to Yn, the vertical position of the random walk Zn = (Xn, Yn), recall (cf. (2.5))

that we have Yn = Yτℓ(n)
= S2(ℓ(n)), as well as Zn = (Xn, Yn) = (S1(k(n)), S2(ℓ(n))),

and k(n) + ℓ(n) = n, the sum of the number of horizontal and vertical steps in the

first n steps of Zn. Hence, in view of (1.7), and on writing ℓ(n) = n(1−γ−1)(1+ ε̃n),

with ε̃n → 0 a.s. as n → ∞, mutatis mutandis in concluding (2.14), with a standard

Wiener process {W2(t), t≥0} as in (2.6), we arrive at

sup
0≤t≤1

∣

∣

∣

∣

Y[nt]

n1/2
− W2(nt(1−γ−1)(1+ε̃n))

n1/2

∣

∣

∣

∣

= O

(

log n

n1/2

)

a.s. (2.15)

as n → ∞.

We note again that the conclusions of (2.12)–(2.15) are based on the Heyde

(1982) condition (1.2) yielding (1.6) and (1.7), and, consequently, on writing

k(n) = nγ−1(1 + εn), ℓ(n) = n(1− γ−1)(1 + ε̃n) (2.16)

with εn and ε̃n both converging almost surely to 0 as n → ∞.

We now recall that under the weaker condition that η = 0 in (1.2), Heyde

(1993) concluded (1.6) and (1.7) to hold true in probability as indicated in (1.8).

Consequently, we can again write k(n) and ℓ(n) as above in (2.16), but now with εn

and ε̃n both converging in probability to 0. This, in turn, results in having (2.12)–

(2.15) in probability instead of almost surely. In particular, for further use, we spell

out the in probability versions of (2.14) and (2.15) as follows.

With the two independent standard Wiener processes W1 and W2 as in (2.6),

and writing k(n) and ℓ(n) as in (2.16) with εn and ε̃n both converging in probability

to 0 as n → ∞ on account of having (1.8) under the condition that η = 0 in (1.2),

as n → ∞, we arrive at

sup
0≤t≤1

∣

∣

∣

∣

X[nt]

n1/2
− W1(ntγ

−1(1 + εn))

n1/2

∣

∣

∣

∣

= oP (1) (2.17)

and

sup
0≤t≤1

∣

∣

∣

∣

Y[nt]

n1/2
− W2(nt(1−γ−1)(1+ε̃n))

n1/2

∣

∣

∣

∣

= oP (1). (2.18)
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Lemma 1 Under the condition (1.2) as is, that via (2.16) yields the a.s. convergence

of both εn and ε̃n to 0 as n → ∞, and also under the condition (1.2) with η = 0,

that via (2.16) results in εn and ε̃n both converging in probability to 0 as n → ∞,

we have

sup
0≤t≤1

∣

∣

∣

∣

W1(ntγ
−1(1 + εn))−W1(ntγ

−1)

n1/2

∣

∣

∣

∣

= oP (1) (2.19)

as well as

sup
0≤t≤1

∣

∣

∣

∣

W2(nt(1−γ−1)(1+ε̃n))−W2(nt(1− γ−1))

n1/2

∣

∣

∣

∣

= oP (1). (2.20)

We note in passing that these two statements hold true in terms of any generic

standard Wiener processW . The present forms are only for the sake of easy reference

when proving Theorem 1, and, later on, when indicating the proof of Theorem C.

Proof of Lemma 1 First assume (1.2). Then with εn → 0 a.s. as n → ∞, we have

sup
0≤t≤1

∣

∣

∣

∣

W1(ntγ
−1(1 + εn))−W1(ntγ

−1)

n1/2

∣

∣

∣

∣

d
= sup

0≤t≤1

∣

∣W1(tγ
−1(1 + εn))−W1(tγ

−1)
∣

∣ , for each n ≥ 1,

d
= sup

0≤t≤1

∣

∣γ−1/2(W1(t+ tεn)−W1(t))
∣

∣ , for 1 < γ < ∞,

≤ sup
0≤t≤1

sup
0<s≤|εn|

γ−1/2 |W1(t+ s)−W1(t)|

≤ sup
0≤t≤1

sup
0<s≤ε

γ−1/2 |W1(t+ s)−W1(t)| a.s.

= O(1)(ε log 1/ε)1/2 a.s.

= o(1) a.s. (2.21)

by the Lévy modulus of continuity as ε ↓ 0, and in view of having the last inequality

with any ε>0, however small, for all but a finite number of n on account of εn → 0

a.s. as n → ∞. Thus, via (2.21), we conclude (2.19) under the condition (1.2), and

a similar argument yields (2.20) as well under the same condition.

Assuming (1.2) with η = 0, results in having εn → 0 in probability, as n →
∞. Consequently, and equivalently, every subsequence {εnk

} contains a further

subsequence, say {εnk(m)
}, so that εnk(m)

→ 0 a.s. as nk(m) → ∞.

Now to conclude (2.19) in this case, as in the proof above, we arrive at the first

inequality with εn → 0 in probability, as n → ∞, in the expression

sup
0≤t≤1

sup
0<s≤|εn|

γ−1/2|W1(t+ s)−W1(t)| =: δn, (2.22)

and, in order to have (2.19), we wish to conclude that, as n → ∞, δn → 0 in

probability. This, in turn, is seen to be equivalent to showing that δnk(m)
→ 0 a.s.
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as nk(m) → ∞, on account of having εn → 0 in probability as n → ∞, if and only

if, as above, εnk(m)
→ 0 a.s. as nk(m) → ∞.

Accordingly, we consider

δnk(m)
:= sup

0≤t≤1
sup

0<s<|εn
k(m)

|

γ−1/2|W1(t + s)−W1(t)|

≤ sup
0≤t≤1

sup
0<s<ε

γ−1/2|W1(t+ s)−W1(t)| a.s.,

= O(1)(ε log 1/ε)1/2 a.s.

= o(1) a.s. (2.23)

by the Lévy modulus of continuity as ε ↓ 0, and on account of having the last

inequality with any ε > 0, however small, for all but a finite number of the sequence

{nk(m)} that increases to infinity and εnk(m)
→ 0. This amounts to having δn of

(2.22) converging to 0 in probability, as n → ∞, that in turn yields (2.19) under

the condition (1.2) with η = 0. A similar argument results in having (2.20) as well

under the same condition. This also completes the proof of Lemma 1. ✷

Proof of Theorem 1 With W1 and W2 as in (2.6), and assuming (1.2) with η = 0,

we combine (2.17) with (2.19) and (2.18) with (2.20), and thus conclude Theorem 1

with T = 1, without loss of generality, i.e., similarly for all fixed T > 0 as well. ✷

Lemma 2 Under condition (1.2), as n → ∞, we have

sup
0≤t≤1

∣

∣

∣

∣

W1(ntγ
−1(1 + εn))−W1(ntγ

−1)

(2n log logn)1/2

∣

∣

∣

∣

= o(1) a.s. (2.24)

as well as

sup
0≤t≤1

∣

∣

∣

∣

W2(nt(1−γ−1)(1+ε̃n))−W2(nt(1 − γ−1))

(2n log log n)1/2

∣

∣

∣

∣

= o(1) a.s. (2.25)

where εn and ε̃n both converge almost surely to 0, as indicated in (2.16).

Just like in the case of Lemma 1, here too, W1 and W2 can be any generic

Wiener processes. The specific forms of (2.24) and (2.25) are only for the sake of

convenient reference when proving Theorem 2 and, later on, when indicating the

proof of Theorem 3.

In the proof of Lemma 2, we make use of the following large increment result

of Csörgő and Révész (1979, 1981) for a standard Wiener process {W (t), t ≥ 0}:
Let aT (T ≥ 0) be a monotonically nondecreasing function of T so that T/aT is

nondecreasing and 0 < aT ≤ T . Define βT = {2aT (log T
aT

+ log log T )}−1/2. Then

lim sup
T→∞

sup
0≤t≤T−aT

sup
0≤s≤aT

βT |W (t+ s)−W (t)| = 1 a.s. (2.26)
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Proof of Lemma 2 We have

sup
0≤ntγ−1≤nγ−1

|W1(ntγ
−1(1 + εn))−W1(ntγ

−1)|

≤ sup
0≤nt≤n

sup
0≤nt|εn|≤n|εn|

|W1(ntγ
−1 + ntεnγ

−1)−W1(ntγ
−1)|

≤ sup
0≤nt≤n

sup
0≤s≤nε

|W1(ntγ
−1 + sγ−1)−W1(ntγ

−1)| (2.27)

with any ε > 0, however small, for all but a finite number of n, on account of εn → 0

a.s. as n → ∞.

Moreover, with any 0 < ε < 1,

sup
0≤nt≤n

sup
0≤s≤nε

|W1(ntγ
−1 + sγ−1)−W1(ntγ

−1)|

≤ sup
0≤nt≤n−nε

sup
0≤s≤nε

|W1(ntγ
−1 + sγ−1)−W1(ntγ

−1)|

+ sup
n−nε≤nt≤n

sup
0≤s≤nε

|W1(ntγ
−1 + sγ−1)−W1(ntγ

−1)|

= O

(

(

2nε
(

log
n

nε
+ log logn

))1/2
)

= O

(

(

2nε log
1

ε
+ ε2n log logn

)1/2
)

=

(

ε log
1

ε
+ ε

)1/2

O
(

(2n log log n)1/2
)

a.s. (2.28)

as n → ∞, on applying (2.26) twice.

On combining now (2.28) with (2.27) via letting n → ∞ and ε ↓ 0, we arrive at

sup
0≤t≤1

|W1(ntγ
−1(1 + εn))−W1(ntγ

−1)|
(2n log log n)1/2

= o(1) a.s.,

i.e., we have (2.24). Mutatis mutandis, the conclusion of (2.25) is seen to be true as

well along similar lines. ✷

Proof of Theorem 2 By (2.14), as n → ∞,

sup
0≤t≤1

∣

∣

∣

∣

X[nt] −W1(ntγ
−1(1 + εn))

(2n log log n)1/2

∣

∣

∣

∣

= O

(

log n

(2n log logn)1/2

)

a.s. (2.29)

Putting (2.24) and (2.29) together, as n → ∞, we conclude

sup
0≤t≤1

∣

∣

∣

∣

X[nt] −W1(ntγ
−1)

(2n log logn)1/2

∣

∣

∣

∣

= o(1) a.s. (2.30)

In a similar fashion, as n → ∞, one concludes

sup
0≤t≤1

∣

∣

∣

∣

Y[nt] −W2(nt(1− γ−1))

(2n log logn)1/2

∣

∣

∣

∣

= o(1) a.s. (2.31)

as well. Consequently, via (2.30) and (2.31), we arrive at having Theorem 2. ✷
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2.2 Preliminaries and proofs of Theorem C and Theorem 3

Given C = {C(x)}x∈Z as in (1.16) with probability law µ on {0, 1}Z as in (1.17), i.e.,

assuming the (∗) condition of (2) of den Hollander (1994), both components of the

random walk {Z(n)}n≥0 = {X(n), Y (n)}n≥0 as in (1.18) with transition probabilities

as in (1.19) behave as simple random walks on Z, except for random time delays in

the respective total number of horizontal and vertical steps nx(n) and ny(n) in the

first n steps of Z(n) as they are defined in (1.20). In this regard we quote from the

first paragraph of Section 2 of den Hollander (ibid.):

”Indeed, first X(n) makes a succession of steps until it hits a connected

column. Next the walk spends some time on this column, during which

X(n) remains fixed and Y (n) makes a succession of steps, until the walk

decides to move off the column. Then X(n) again takes over, until it

hits a next connected column, etc.”

Thereby, along the lines of the proof of Ansatz 1 (ibid.), the random walk

{Z(n)}n≥0 as in (1.18) with transition probabilities as in (1.19) can be studied in

terms of

{Z(n)}n≥0 = {X(n), Y (n)}n≥0

= {Sx(nx(n)), Sy(ny(n))}n≥0, (2.32)

where Sx and Sy are independent simple random walks, and nx(n) and ny(n) re-

spectively stand for the total number of horizontal and vertical steps in the first n

steps of Z(n) as defined in (1.20).

Given C = {C(x)}x∈Z as in (1.16) with probability law µ on {0, 1}Z as in (1.17),

i.e. assuming the (∗) condition of (2) of den Hollander (1994), we have (1.21), proved

(ibid.) as Ansatz 1 of Shuler (1979), with the conclusions of (1.22). Hence, we may

put

nx(n) = n(1/(1 + q))(1 + εn) (2.33)

and, consequently,

ny(n) = n(q/(1 + q))(1 + εn) (2.34)

with εn → 0 P -a.s., as n → ∞.

As a consequence of having (2.32) in combination with (2.33) and (2.34), one

can construct two independent standard Wiener processes {W1(t), t ≥ 0} and

{W2(t), t ≥ 0} so that via [KMT] (1975), we arrive at

sup
0≤t≤T

∥

∥

∥

∥

X([nt])−W1(nt(1/(1 + q))(1 + εn))

n1/2
,
Y ([nt])−W2(nt(q/(1 + q))(1 + εn))

n1/2

∥

∥

∥

∥
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= O(logn/n1/2) P–a.s. (2.35)

for all fixed T > 0, as n → ∞.

Also, under the same conditions that yield (2.33) and (2.34), mutatis mutandis

accordingly, the respective statements of Lemmas 1 and 2 of Section 2.1 continue to

hold true in the present context.

Thus, on combining the latter version of Lemma 1 with the conclusion of (2.35)

with T = 1, we obtain Theorem C with T = 1, without loss of generality, i.e.,

similarly for all fixed T > 0 as well (cf. also Remark 5). ✷

Furthermore, the conclusion of Lemma 2 in the present context in combination

with that of (2.35) with T = 1, yields Theorem 3. ✷
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