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#### Abstract

In this paper, we use Schauder and Banach fixed point theorems to study the existence, uniqueness and stability of bounded nonhomogeneous iterative functional differential equations of the form $$
x^{\prime}(t)=\lambda_{1} x(t)+\lambda_{2} x^{[2]}(t)+\ldots+\lambda_{n} x^{[n]}(t)+f(t)
$$
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## 1. Introduction

Differential equations of the form

$$
x^{\prime}(t)=f\left(t, x(t), x\left(t-\tau_{1}(t)\right), \ldots, x\left(t-\tau_{k}(t)\right)\right)
$$

were discussed in [1] and [5]. In particularly, the delay functions $\tau_{j}(z), j=0,1, \ldots, k$ depend not only on unknown function, but also state, $\tau_{j}(z, x(z)), j=0,1, \ldots, k$ have been studied in many literatures. In [2], Cooke points out that it is highly desirable to establish the existence and stability of periodic solutions for equations of the form

$$
x^{\prime}(t)+a x(t-h(t, x(t)))=F(t)
$$

in which the lag $h(t, x(t))$ implicitly involves $x(t)$. Eder [3] considered the iterative functional differential equation

$$
x^{\prime}(t)=x^{[2]}(t)
$$

and obtains that every solution either vanishes identically or is strictly monotonic. Fečkan [4] studied the equation

$$
x^{\prime}(t)=f\left(x^{[2]}(t)\right)
$$
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by obtaining an existence theorem for solutions satisfying $x(0)=0$. Staněk [9] studies the global properties of solutions of functional differential equation $x^{\prime}(t)=x(t)+$ $x(x(t))$, and shows that every solution either vanishes identically or is strictly monotonic. Later, in [6], $\mathrm{Si}, \mathrm{Li}$ and Cheng considered the equation

$$
x^{\prime}(t)=x^{[m]}(t)
$$

and establish sufficient conditions for the existence of analytic solutions. Si and Wang [7] discuss the smooth solutions of equation

$$
\begin{equation*}
x^{\prime}(t)=\lambda_{1} x(t)+\lambda_{2} x^{[2]}(t)+\ldots+\lambda_{n} x^{[n]}(t)+f(t) \tag{1.1}
\end{equation*}
$$

Particularly, in 2017, Zeng, Zhang, Lu and Zhang ([11]) considered a general $n$ dimensional mixed type differential equation with state dependence, give the existence of solutions without requiring the return condition, and apply the result to differential equations with iterates. For some various properties of solutions for several delay functional differential equations, we refer the interested reader to $[8,10]$.

In this paper, we consider the existence of bounded solutions of Eq. (1.1).
For $L>0$, define the set of all real valued continuous functions from $\mathbb{R}$ into $\mathbb{R}$

$$
\mathcal{B}(L)=\{x \in C(\mathbb{R}, \mathbb{R}):\|x\| \leq L, \forall t \in \mathbb{R}\}
$$

Then $\mathscr{B}(L)$ is a Banach space with the norm

$$
\|x\|=\max _{t \in \mathbb{R}}|x(t)| .
$$

For $P>0, L \geq 0$, define the sets

$$
\mathcal{B}(L, P)=\left\{x \in \mathcal{P}_{T}:\|x\| \leq L,\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \leq P\left|t_{2}-t_{1}\right|, \forall t_{1}, t_{2} \in \mathbb{R}\right\}
$$

which are closed convex and bounded subset of $\mathscr{B}(L)$, and we wish to find bounded functions $x \in \mathscr{B}(L, P)$ satisfying (1.1).

## 2. EXISTENCE OF BOUNDED SOLUTIONS

In this section, the existence of bounded solutions of Eq. (1.1) will be proved. Let us state the Schauder fixed point theorem, which will be used to prove our main theorem.

Theorem 1 (Schauder). Let $\Omega$ be a closed convex compact subset of a Banach space. Suppose that $A: \Omega \rightarrow \Omega$ is continuous. Then there exists $z \in \Omega$ with $z=A z$.

Throughout this paper, we assume that all functions are continuous with respect to their arguments and the following condition holds.

We begin with the following lemma.

Lemma 1. For any $\varphi, \psi \in \mathscr{B}(L, P)$,

$$
\begin{equation*}
\left\|\varphi^{[n]}-\psi^{[n]}\right\| \leq \sum_{j=0}^{n-1} P^{j}\|\varphi-\psi\|, n=1,2, \ldots \tag{2.1}
\end{equation*}
$$

Proof. The result follows from the definition of $\mathfrak{B}(L, P)$.
Now we rewrite (1.1) as a fixed point equation.
Lemma 2. Suppose $\lambda_{1}>0$. Then $x(t)$ is a solution of (1.1) if and only if

$$
\begin{equation*}
x(t)=-\sum_{l=2}^{n} \lambda_{l} \int_{t}^{+\infty} x^{[l]}(s) e^{\lambda_{1}(t-s)} d s-\int_{t}^{+\infty} f(s) e^{\lambda_{1}(t-s)} d s \tag{2.2}
\end{equation*}
$$

Proof. The proof is well-known but we present it here for the reader convenience. It is easy to see that Eq. (1.1) can be written in the form of

$$
x^{\prime}(t) e^{-\lambda_{1} t}-\lambda_{1} x(t) e^{-\lambda_{1} t}=\left(\sum_{l=2}^{n} \lambda_{l} x^{[l]}(t)+f(t)\right) e^{-\lambda_{1} t} .
$$

If $x(t)$ is a solution of (1.1), then integrating the above equality from $t$ to $+\infty$, we obtain

$$
x(t)=-\sum_{l=2}^{n} \lambda_{l} \int_{t}^{+\infty} x^{[l]}(s) e^{\lambda_{1}(t-s)} d s-\int_{t}^{+\infty} f(s) e^{\lambda_{1}(t-s)} d s
$$

This completes the proof.
Lemma 3. Suppose $\lambda_{1}<0$. Then $x(t)$ is a solution of (1.1) if and only if

$$
\begin{equation*}
x(t)=\sum_{l=2}^{n} \lambda_{l} \int_{-\infty}^{t} x^{[l]}(s) e^{\lambda_{1}(t-s)} d s+\int_{-\infty}^{t} f(s) e^{\lambda_{1}(t-s)} d s \tag{2.3}
\end{equation*}
$$

Proof. As in Lemma 2, Eq. (1.1) can be written in the form of

$$
x^{\prime}(t) e^{-\lambda_{1} t}-\lambda_{1} x(t) e^{-\lambda_{1} t}=\left(\sum_{l=2}^{n} \lambda_{l} x^{[l]}(t)+f(t)\right) e^{-\lambda_{1} t} .
$$

If $x(t)$ is a solution of (1.1), then integrating the above equality from $-\infty$ to $t$, we obtain

$$
x(t)=\sum_{l=2}^{n} \lambda_{l} \int_{-\infty}^{t} x^{[l]}(s) e^{\lambda_{1}(t-s)} d s+\int_{-\infty}^{t} f(s) e^{\lambda_{1}(t-s)} d s
$$

This completes the proof.

Now we will need to construct a mapping satisfying the hypotheses of Theorem 1. To this aim, we consider maps $A, A_{1}: \mathscr{B}(L, P) \rightarrow \mathbb{R}$ defined as follows:

$$
\begin{align*}
(A x)(t) & =-\sum_{l=2}^{n} \lambda_{l} \int_{t}^{+\infty} x^{[l]}(s) e^{\lambda_{1}(t-s)} d s-\int_{t}^{+\infty} f(s) e^{\lambda_{1}(t-s)} d s  \tag{2.4}\\
\left(A_{1} x\right)(t) & =\sum_{l=2}^{n} \lambda_{l} \int_{-\infty}^{t} x^{[l]}(s) e^{\lambda_{1}(t-s)} d s+\int_{-\infty}^{t} f(s) e^{\lambda_{1}(t-s)} d s \tag{2.5}
\end{align*}
$$

Lemma 4. Operator $A$ and $A_{1}$ are Lipschitz continuous.
Proof. Take $x, y \in \mathscr{B}(L, P), t \in \mathbb{R}$, then by (2.1) and (2.4), we have

$$
\begin{aligned}
|(A x)(t)-(A y)(t)| & \\
& \leq \sum_{l=2}^{n}\left|\lambda_{l}\right|\left|\int_{t}^{+\infty}\left(x^{[l]}(s)-y^{[l]}(s)\right) e^{\lambda_{1}(t-s)} d s\right| \\
& \leq \frac{1}{\lambda_{1}} \sum_{l=2}^{n} \sum_{j=0}^{l-1}\left|\lambda_{l}\right| P^{j}\|x-y\|
\end{aligned}
$$

This proves $A$ is Lipschitz continuous.
Using the same method, it is easy to prove $A_{1}$ is Lipschitz continuous. This completes the proof.

It is easy to see by Arzela-Ascoli theorem that $\mathcal{B}(L, P)$ is compact. Now, we are ready to prove the following existence result.

Theorem 2. Suppose $f \in \mathscr{B}(\widetilde{L}, \widetilde{P}), \lambda_{1}>0, \sum_{l=2}^{n}\left|\lambda_{l}\right|<\min \left\{\lambda_{1}, \frac{1}{2}\right\}$ and the following inequalities hold

$$
\begin{align*}
& \widetilde{L} \leq\left(\lambda_{1}-\sum_{l=2}^{n}\left|\lambda_{l}\right|\right) L  \tag{2.6}\\
& \widetilde{P} \leq\left(\frac{1}{2}-\sum_{l=2}^{n}\left|\lambda_{l}\right|\right) P \tag{2.7}
\end{align*}
$$

then Eq. (1.1) has a solution in $\mathfrak{B}(L, P)$.
Proof. First, for any $x, y \in \mathscr{B}(L, P)$, by (2.6), we have

$$
\begin{aligned}
|(A x)(t)| & \leq \sum_{l=2}^{n}\left|\lambda_{l}\right|\left|\int_{t}^{+\infty} x^{[l]}(s) e^{\lambda_{1}(t-s)} d s\right|+\left|\int_{t}^{+\infty} f(s) e^{\lambda_{1}(t-s)} d s\right| \\
& \leq \frac{L}{\lambda_{1}} \sum_{l=2}^{n}\left|\lambda_{l}\right|+\frac{\widetilde{L}}{\lambda_{1}}
\end{aligned}
$$

$$
\leq L
$$

Next, assuming $t_{1} \leq t_{2}$, by (2.7), we obtain

$$
\begin{align*}
& \left|\int_{t_{2}}^{+\infty} x^{[l]}(s) e^{\lambda_{1}\left(t_{2}-s\right)} d s-\int_{t_{1}}^{+\infty} x^{[l]}(s) e^{\lambda_{1}\left(t_{1}-s\right)} d s\right| \\
& \leq\left|\int_{t_{2}}^{+\infty} x^{[l]}(s)\left(e^{\lambda_{1} t_{2}}-e^{\lambda_{1} t_{1}}\right) e^{-\lambda_{1} s} d s\right|+\left|\int_{t_{1}}^{t_{2}} x^{[l]}(s) e^{\lambda_{1}\left(t_{1}-s\right)} d s\right|  \tag{2.8}\\
& \leq \frac{P}{\lambda_{1}}\left(1-e^{-\lambda_{1}\left(t_{2}-t_{1}\right)}\right)+\frac{P}{\lambda_{1}}\left(1-e^{-\lambda_{1}\left(t_{2}-t_{1}\right)}\right) \\
& \leq \frac{2 P}{\lambda_{1}} e^{\xi}\left(t_{2}-t_{1}\right) \lambda_{1} \\
& \leq 2 P\left(t_{2}-t_{1}\right)
\end{align*}
$$

and

$$
\begin{align*}
& \left|\int_{t_{2}}^{+\infty} f(s) e^{\lambda_{1}\left(t_{2}-s\right)} d s-\int_{t_{1}}^{+\infty} f(s) e^{\lambda_{1}\left(t_{1}-s\right)} d s\right| \\
& \leq\left|\int_{t_{2}}^{+\infty} f(s)\left(e^{\lambda_{1} t_{2}}-e^{\lambda_{1} t_{1}}\right) e^{-\lambda_{1} s} d s\right|+\left|\int_{t_{1}}^{t_{2}} f(s) e^{\lambda_{1}\left(t_{1}-s\right)} d s\right|  \tag{2.9}\\
& \leq \frac{2 \widetilde{P}}{\lambda_{1}} e^{\xi}\left(t_{2}-t_{1}\right) \lambda_{1} \\
& \leq 2 \widetilde{P}\left(t_{2}-t_{1}\right)
\end{align*}
$$

where $-\lambda_{1}\left(t_{2}-t_{1}\right)<\xi<0$,
By (2.8), (2.9) and (2.7), we have

$$
\begin{aligned}
& \left|(A x)\left(t_{2}\right)-(A x)\left(t_{1}\right)\right| \\
& \leq \sum_{l=2}^{n}\left|\lambda_{l}\right|\left|\int_{t_{2}}^{+\infty} x^{[l]}(s) e^{\lambda_{1}\left(t_{2}-s\right)} d s-\int_{t_{1}}^{+\infty} x^{[l]}(s) e^{\lambda_{1}\left(t_{1}-s\right)} d s\right| \\
& \quad+\left|\int_{t_{2}}^{+\infty} f(s) e^{\lambda_{1}\left(t_{2}-s\right)} d s-\int_{t_{1}}^{+\infty} f(s) e^{\lambda_{1}\left(t_{1}-s\right)} d s\right| \\
& \leq 2\left(\sum_{l=2}^{n}\left|\lambda_{l}\right| P+\widetilde{P}\right)\left(t_{2}-t_{1}\right) \\
& \leq P\left(t_{2}-t_{1}\right) .
\end{aligned}
$$

So by Lemma 4, we see that all conditions of Schauder's theorem are satisfied on $\mathscr{B}(L, P)$. Thus there exists a fixed point $x$ in $\mathscr{B}(L, P)$ such that $x=A x$, from Lemma 2, $x$ is a bounded solution of Eq. (1.1). This completes the proof.

Theorem 3. Suppose $f \in \mathscr{B}(\widetilde{L}, \widetilde{P}), \lambda_{1}<0, \sum_{l=2}^{n}\left|\lambda_{l}\right|<\min \left\{-\lambda_{1}, \frac{1}{2}\right\}$,

$$
\begin{equation*}
\widetilde{L} \leq\left(-\lambda_{1}-\sum_{l=2}^{n}\left|\lambda_{l}\right|\right) L \tag{2.10}
\end{equation*}
$$

and (2.7) holds, then Eq. (1.1) has a solution in $\mathcal{B}(L, P)$.
Proof. First, for any $x, y \in \mathscr{B}(L, P)$, by (2.10), we have

$$
\begin{aligned}
\left|\left(A_{1} x\right)(t)\right| & \leq \sum_{l=2}^{n}\left|\lambda_{l}\right|\left|\int_{-\infty}^{t} x^{[l]}(s) e^{\lambda_{1}(t-s)} d s\right|+\left|\int_{-\infty}^{t} f(s) e^{\lambda_{1}(t-s)} d s\right| \\
& \leq-\frac{L}{\lambda_{1}} \sum_{l=2}^{n}\left|\lambda_{l}\right|-\frac{\widetilde{L}}{\lambda_{1}} \\
& \leq L
\end{aligned}
$$

Next, assuming $t_{1} \leq t_{2}$, we obtain

$$
\begin{aligned}
& \left|\int_{-\infty}^{t_{2}} x^{[l]}(s) e^{\lambda_{1}\left(t_{2}-s\right)} d s-\int_{-\infty}^{t_{1}} x^{[l]}(s) e^{\lambda_{1}\left(t_{1}-s\right)} d s\right| \\
& \leq\left|\int_{-\infty}^{t_{1}} x^{[l]}(s)\left(e^{\lambda_{1} t_{2}}-e^{\lambda_{1} t_{1}}\right) e^{-\lambda_{1} s} d s\right|+\left|\int_{t_{1}}^{t_{2}} x^{[l]}(s) e^{\lambda_{1}\left(t_{2}-s\right)} d s\right| \\
& \leq-\frac{P}{\lambda_{1}}\left(1-e^{\lambda_{1}\left(t_{2}-t_{1}\right)}\right)-\frac{P}{\lambda_{1}}\left(1-e^{\lambda_{1}\left(t_{2}-t_{1}\right)}\right) \\
& \leq \frac{2 P}{-\lambda_{1}} e^{\xi_{1}}\left(t_{2}-t_{1}\right)\left(-\lambda_{1}\right) \\
& \leq 2 P\left(t_{2}-t_{1}\right)
\end{aligned}
$$

and

$$
\begin{align*}
& \left|\int_{-\infty}^{t_{2}} f(s) e^{\lambda_{1}\left(t_{2}-s\right)} d s-\int_{-\infty}^{t_{1}} f(s) e^{\lambda_{1}\left(t_{1}-s\right)} d s\right| \\
& \leq\left|\int_{-\infty}^{t_{1}} f(s)\left(e^{\lambda_{1} t_{2}}-e^{\lambda_{1} t_{1}}\right) e^{-\lambda_{1} s} d s\right|+\left|\int_{t_{1}}^{t_{2}} f(s) e^{\lambda_{1}\left(t_{2}-s\right)} d s\right|  \tag{2.12}\\
& \leq \frac{2 \widetilde{P}}{-\lambda_{1}} e^{\xi_{1}}\left(t_{2}-t_{1}\right)\left(-\lambda_{1}\right) \\
& \leq 2 \widetilde{P}\left(t_{2}-t_{1}\right)
\end{align*}
$$

where $\lambda_{1}\left(t_{2}-t_{1}\right)<\xi_{1}<0$.
By (2.11), (2.12) and (2.10), we have

$$
\begin{aligned}
& \left|(A x)\left(t_{2}\right)-(A x)\left(t_{1}\right)\right| \\
& \leq \sum_{l=2}^{n}\left|\lambda_{l}\right|\left|\int_{-\infty}^{t_{2}} x^{[l]}(s) e^{\lambda_{1}\left(t_{2}-s\right)} d s-\int_{-\infty}^{t_{1}} x^{[l]}(s) e^{\lambda_{1}\left(t_{1}-s\right)} d s\right| \\
& \quad+\left|\int_{-\infty}^{t_{2}} f(s) e^{\lambda_{1}\left(t_{2}-s\right)} d s-\int_{-\infty}^{t_{1}} f(s) e^{\lambda_{1}\left(t_{1}-s\right)} d s\right| \\
& \leq 2\left(\sum_{l=2}^{n}\left|\lambda_{l}\right| P+\widetilde{P}\right)\left(t_{2}-t_{1}\right) \\
& \leq P\left(t_{2}-t_{1}\right)
\end{aligned}
$$

So by Lemma 4, we see that all conditions of Schauder's theorem are satisfied on $\mathscr{B}(L, P)$. Thus there exists a fixed point $x$ in $\mathscr{B}(L, P)$ such that $x=A x$, from Lemma 3, $x$ is a bounded solution of Eq. (1.1). This completes the proof.

From Theorems 2 and 3 we have the following theorem.
Theorem 4. Suppose $f \in \mathscr{B}(\widetilde{L}, \widetilde{P}), \lambda_{1} \neq 0, \sum_{l=2}^{n}\left|\lambda_{l}\right|<\min \left\{\left|\lambda_{1}\right|, \frac{1}{2}\right\}$ and the following inequalities hold

$$
\begin{align*}
& \widetilde{L} \leq\left(\left|\lambda_{1}\right|-\sum_{l=2}^{n}\left|\lambda_{l}\right|\right) L  \tag{2.13}\\
& \widetilde{P} \leq\left(\frac{1}{2}-\sum_{l=2}^{n}\left|\lambda_{l}\right|\right) P \tag{2.14}
\end{align*}
$$

then Eq. (1.1) has a solution in $\mathcal{B}(L, P)$.

## 3. UNiQUENESS AND STABILITY

In this section, uniqueness and stability of (1.1) will be proved.
Theorem 5. In addition to the assumption of Theorem 4, suppose that

$$
\begin{equation*}
\Gamma=\frac{1}{\left|\lambda_{1}\right|} \sum_{l=2}^{n} \sum_{j=0}^{l-1}\left|\lambda_{l}\right| P^{j}<1 \tag{3.1}
\end{equation*}
$$

then Eq. (1.1) has a unique solution in $\mathfrak{B}(L, P)$.
Proof. We know from the proof of Theorem 2 that $A: \mathscr{B}(L, P) \rightarrow \mathscr{B}(L, P)$. Moreover, by Lemma 2, we get

$$
\|A \varphi-A \psi\| \leq \Gamma\|\varphi-\psi\|, \quad \varphi, \psi \in \mathscr{B}(L, P)
$$

(3.1) means $\Gamma<1$, so the fixed point must be unique by the Banach fixed point theorem.

Theorem 6. The unique solution obtained in Theorem 5 depends continuously on the given constants $\lambda_{l}$ and function $f(t)$, for $l=1, \ldots, n$.

Proof. First, assuming $\lambda_{1}, \mu_{1}>0$. Let constants $\lambda_{l}, \mu_{l}, l=2, \ldots, n$ and functions $f(t), \widetilde{f}(t) \in \mathcal{B}(\widetilde{L}, \widetilde{P})$ be given. Then we consider the corresponding operators $A, \widetilde{A}$, defined by (2.4), respectively. Assuming corresponding conditions (2.6), (2.7) and (3.1), there are two unique corresponding functions $x(t)$ and $\widetilde{x}(t)$ in $\mathcal{B}(L, P)$ such that

$$
x=A x, \quad \widetilde{x}=\widetilde{A} \widetilde{x}
$$

Then we have

$$
\|x-\widetilde{x}\| \leq\|A x-A \widetilde{x}\|+\|A \widetilde{x}-\widetilde{A} \widetilde{x}\| \leq \Gamma\|x-\widetilde{x}\|+\|A \widetilde{x}-\widetilde{A} \widetilde{x}\|,
$$

which implies

$$
\begin{equation*}
\|x-\widetilde{x}\| \leq \frac{\|A \widetilde{x}-\widetilde{A} \widetilde{x}\|}{1-\Gamma} \tag{3.2}
\end{equation*}
$$

If $\lambda_{1} \geq \mu_{1}>0$, then

$$
\begin{align*}
& \int_{t}^{+\infty}\left|e^{\lambda_{1}(t-s)}-e^{\mu_{1}(t-s)}\right| d s \\
& =\int_{t}^{+\infty}\left(e^{\mu_{1}(t-s)}-e^{\lambda_{1}(t-s)}\right) d s=\frac{1}{\mu_{1}}-\frac{1}{\lambda_{1}} \tag{3.3}
\end{align*}
$$

If $\mu_{1} \geq \lambda_{1}>0$, then

$$
\begin{align*}
& \int_{t}^{+\infty}\left|e^{\lambda_{1}(t-s)}-e^{\mu_{1}(t-s)}\right| d s \\
& =\int_{t}^{+\infty}\left(e^{\lambda_{1}(t-s)}-e^{\mu_{1}(t-s)}\right) d s=\frac{1}{\lambda_{1}}-\frac{1}{\mu_{1}} \tag{3.4}
\end{align*}
$$

From (3.3) and (3.4), we have

$$
\begin{aligned}
&|(A \widetilde{x})(t)-(\widetilde{A} \widetilde{x})(t)| \\
& \leq \sum_{l=2}^{n}\left|\lambda_{l}-\mu_{l}\right|\left|\int_{t}^{+\infty} \widetilde{x}^{l l]}(s) e^{\lambda_{1}(t-s)} d s\right| \\
&+\sum_{l=2}^{n}\left|\mu_{l}\right| \int_{t}^{+\infty}\left|\widetilde{x}^{[l]}(s)\right|\left|e^{\lambda_{1}(t-s)}-e^{\mu_{1}(t-s)}\right| d s \\
&+\int_{t}^{+\infty}|f(s)-\widetilde{f}(s)| e^{\lambda_{1}(t-s)} d s+\int_{t}^{+\infty}|\widetilde{f}(s)|\left|e^{\lambda_{1}(t-s)}-e^{\mu_{1}(t-s)}\right| d s
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{P}{\lambda_{1}} \sum_{l=2}^{n}\left|\lambda_{l}-\mu_{l}\right|+P \sum_{l=2}^{n}\left|\mu_{l}\right|\left|\frac{1}{\lambda_{1}}-\frac{1}{\mu_{1}}\right|+\frac{1}{\lambda_{1}}\|f-\widetilde{f}\|+P\left|\frac{1}{\lambda_{1}}-\frac{1}{\mu_{1}}\right| \\
& =\left(P+P \sum_{l=2}^{n}\left|\mu_{l}\right|\right)\left|\frac{1}{\lambda_{1}}-\frac{1}{\mu_{1}}\right|+\frac{P}{\lambda_{1}} \sum_{l=2}^{n}\left|\lambda_{l}-\mu_{l}\right|+\frac{1}{\lambda_{1}}\|f-\widetilde{f}\|,
\end{aligned}
$$

by (3.2), $\|x-\widetilde{x}\|$ tends to 0 when $\mu_{l}$ tends to $\lambda_{l}$ and $\widetilde{f}$ tends to $f$.
For the case $\lambda_{1}, \mu_{1}<0$, we have the similar proof. This completes the proof.

## 4. Examples

First, we show that the conditions in Theorem 2 do not self-contradict. Consider the following equation:

## Example 1.

$$
\begin{equation*}
x^{\prime}(t)=\frac{1}{3} x(t)+\frac{1}{4} x^{[2]}(t)+\frac{1}{12} \sin t, \tag{4.1}
\end{equation*}
$$

where $\lambda_{1}=\frac{1}{3}, \lambda_{2}=\frac{1}{4}, f(t)=\frac{1}{12} \sin t$. Take $P=1, L=1, \widetilde{P}=\frac{1}{12}, \widetilde{L}=\frac{1}{12}$. A simple calculation yields

$$
\begin{aligned}
& \widetilde{L}=\frac{1}{12} \leq \frac{1}{12}=\left(\lambda_{1}-\sum_{l=2}^{n}\left|\lambda_{l}\right|\right) L, \\
& \widetilde{P}=\frac{1}{12} \leq \frac{1}{4}=\left(\frac{1}{2}-\sum_{l=2}^{n}\left|\lambda_{l}\right|\right) P .
\end{aligned}
$$

By Theorem 4, Eq. (4.1) has a bounded solution $x$ such that $|x(t)| \leq 1$, and $\mid x\left(t_{2}\right)-$ $x\left(t_{1}\right)\left|\leq\left|t_{2}-t_{1}\right|, \forall t_{1}, t_{2} \in \mathbb{R}\right.$.

Next, we apply Theorem 3.
Example 2. Consider equation:

$$
\begin{equation*}
x^{\prime}(t)=\frac{1}{3} x(t)+\frac{1}{4} x^{[2]}(t)+\frac{1}{16} \sin t \tag{4.2}
\end{equation*}
$$

where $\lambda_{1}=\frac{1}{3}, \lambda_{2}=\frac{1}{4}, f(t)=\frac{1}{12} \sin t$. Take $P=\frac{7}{24}, L=1, \widetilde{P}=\frac{1}{16}, \widetilde{L}=\frac{1}{16}$. A simple calculation yields

$$
\begin{aligned}
& \widetilde{L}=\frac{1}{16} \leq \frac{1}{12}=\left(-\lambda_{1}-\sum_{l=2}^{n}\left|\lambda_{l}\right|\right) L, \\
& \widetilde{P}=\frac{1}{16} \leq \frac{7}{96}=\left(\frac{1}{2}-\sum_{l=2}^{n}\left|\lambda_{l}\right|\right) P .
\end{aligned}
$$

By Theorem 2, Eq. (4.1) has a bounded solution $x$ such that $|x(t)| \leq 1$, and $\mid x\left(t_{2}\right)-$ $x\left(t_{1}\right)\left|\leq\left|t_{2}-t_{1}\right|, \forall t_{1}, t_{2} \in \mathbb{R}\right.$. Furthermore,

$$
\Gamma=\frac{1}{\left|\lambda_{1}\right|} \sum_{l=2}^{n} \sum_{j=0}^{l-1}\left|\lambda_{l}\right| P^{j}=\frac{31}{32}<1
$$

by Theorem 5, we know this bounded solution is unique.
Example 3.

$$
\begin{equation*}
x^{\prime}(t)=\frac{1}{3} x(t)+\frac{1}{4} x^{[2]}(t)+\delta \sin t \tag{4.3}
\end{equation*}
$$

where $\delta>0$ is a parameter. As Example 1 or 2 , here $\lambda_{1}=\frac{1}{3}, \lambda_{2}=\frac{1}{4}, f(t)=\delta \sin t$ and $\widetilde{P}=\delta, \widetilde{L}=\delta$. Next, we consider $L(\delta)$ and $P(\delta)$ as variables to be defined by $\delta$. Then (2.6) and (2.7) have the forms

$$
\begin{align*}
\delta & \leq \frac{1}{12} L(\delta),  \tag{4.4}\\
\delta & \leq \frac{1}{4} P(\delta)  \tag{4.5}\\
\frac{3}{4}(1 & +P(\delta))<1, \tag{4.6}
\end{align*}
$$

First, by (4.4) and (4.5) we have

$$
\begin{equation*}
L(\delta) \geq 12 \delta \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
P(\delta) \geq 4 \delta \tag{4.8}
\end{equation*}
$$

Next, (4.6) shows us

$$
\begin{equation*}
P(\delta)<\frac{1}{3} \tag{4.9}
\end{equation*}
$$

By (4.8) and (4.9), we have

$$
\begin{equation*}
4 \delta \leq P(\delta)<\frac{1}{3} \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
0<\delta \leq \frac{1}{12} \doteq 0.083333 \tag{4.11}
\end{equation*}
$$

Thus, if we taking $P(\delta)$ and $L(\delta)$ satisfy (4.7) and (4.8), Theorem 2 are satisfied and Eq. (4.3) has a $2 \pi$-periodic solution such that $|x(t)| \leq P(\delta)$ and $\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \leq$ $L(\delta)\left|t_{2}-t_{1}\right|, \forall t_{1}, t_{2} \in \mathbb{R}$. Furthermore, if we taking $L(\delta)$ and $P(\delta)$ satisfy (4.7)(4.11), by Theorem 5, we know the $2 \pi$-periodic solution of (4.3) is a unique one.

Remark 1. Obviously, Example 1 satisfies conditions (4.7) and (4.8), Example 2 satisfies conditions (4.7)-(4.11).
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