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Abstract

We consider arbitrary trajectories subject to a coordinate-wise energy decrease: the sign of the derivative of each entry is
never the same as that of the corresponding entry of the gradient of some convex energy function. We show that this simple
condition guarantees convergence to a point, to the minimum of the energy functions, or to a set where its Hessian has very
specific properties. This extends and strengthens recent results that were restricted to quadratic energy functions.
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1 Introduction

We consider the convergence properties of a trajectory
y : R+ → Rn, t 7→ y(t) whose evolution is constrained
by a convex energy function V : Rn → R, x 7→ V (x) via
the set of inequalities

ẏi
∂V

∂xi
|y(t) ≤ 0, ∀t ≥ 0, i = 1, . . . , n, (1)

i.e. the derivative of a coordinate yi of y and the cor-
responding coordinate of the gradient of V at y always
have opposite sign if they are both nonzero. We note
that we will always use the letter y when referring to a
trajectory or its accumulation points, and the letter x
for the points in the ambient space Rn.

For energy functions of the form V = xTQx, condition
(1) was shown in our recent work [8] to be often sufficient
for convergence of y. This was motivated by a platoon
cooperative control application involving dead-zone con-
trol and bounded arbitrary disturbance. It allowed in
particular solving a conjecture on the convergence of
such systems [4], and a related problem of consensus un-
der bounded disturbance [2, 5]. In this work, we extend
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these results to general convex functions V , and charac-
terize more precisely the alternative long-term behavior
of the trajectory when convergence is not guaranteed.
We also explore the tightness of our conditions.

We stress that the trajectory y is not assumed to be gen-
erated by a vector field or a system of differential equa-
tions. It can be completely arbitrary provided it satis-
fies the constraints (1). By contrast, a large proportion
of the convergence results based on decrease of energy
functions rely on variations or extensions of Lyapunov-
Kraskowski-LaSalle Theorems [9], and typically assume
that trajectories follow some ordinary differential equa-
tion such as ẏ(t) = f(y(t), t) or ẏ(t) = f(y(t)) for an
f satisfying some (uniform) continuity conditions [1, 3].
For example, LaSalle theorem guarantees (under some
conditions) the convergence of ẏ = f(y) to an invariant
set, but not to a single point, provided f(x)T∇V (x) ≤ 0
everywhere [10]. Convergence to 0 can then be guaran-
teed under the additional assumption that d

dtV (y(t)) =

f(y(t))T∇V (y(t)) is not uniformly zero along any tra-
jectory other than that staying at 0 [13]. For more detail
on various cases of unforced systems, we refer the reader
to [11] as a starting point.

Vector fields f(x, t) over the state space may not be
naturally available in systems whose evolution is driven
by external elements. Think of discrete communications
in cyber-physical applications, systems designed to be
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robust to adversarial input signals that could depend
on the trajectory and its history, or systems involving
some random decisions (though more complex descrip-
tions may be available, see [6,14]). Similarly, many mod-
ern control laws are not easily described by a continuous
field f , think, e.g., of event-triggered or self-triggered
mechanisms [7, 12]. Hence it is desirable to have results
guaranteeing the convergence of a single trajectory based
on properties satisfied along that specific trajectory with-
out assuming or constructing a corresponding vector
field, nor speculating about the properties of potential
other trajectories. Currently available results for single
trajectories require a sufficiently negative decrease, e.g.,
d
dtV (y(t)) ≤ −λV (y(t)) for some positive λ, which al-
lows guaranteeing convergence to the minimum of V at
a certain rate, see again [9]. This precludes their use
when no such uniform condition can be guaranteed, or
for situations where the rate of convergence cannot be
known, which could happen for example if parts of the
system can occasionally pause. On the other hand, sim-
ply requiring d

dtV (y(t)) < 0 does not imply convergence,
as can be verified on the simple two-dimensional exam-
ple y(t) = (1 + e−t)(cos t, sin t) and V (x) = ||x||2. As a
source of intuition at a very informal level, one could say
that the condition d

dtV (y(t)) < 0 implies the decrease
and convergence of the energy V along the trajectory,
but allows for persistent significant energy transfer be-
tween the different coordinates. By contrast, our condi-
tion (1) forces the decrease of energy on every coordi-
nate. This remains at the level of intuition though, as
the energy V in general cannot be separated along the
different coordinates.

Our paper is organized as follows: We state our main
convergence result in Section 2, together with conve-
nient Corollaries specializing it. We study its tightness
in Section 3, with examples showing that our conditions
cannot simply be removed. The main proof is presented
in Section 4, together with the intuition on how the ele-
ments are built together. We draw conclusions and dis-
cuss potential continuations and open problems in Sec-
tion 5.

2 Main results

We first present our most general result with minimal
assumptions, thus allowing for most possibilities for the
asymptotic behavior.

Theorem 1 Let V : Rn → R be a convex twice dif-
ferentiable function with a locally Lipschitz Hessian and
y : R+ → Rn a trajectory that is absolutely continuous,
also implying that ẏ(t) exists almost everywhere. Suppose
that where it exists,

ẏi(t)
∂V

∂xi
|y(t) ≤ 0 ∀t ≥ 0, i = 1, . . . , n. (2)

Then, at least one of the following three conditions holds

(a) y converges;
(b) for every accumulation point ȳ, there holds∇V (ȳ) =

0 and hence ȳ ∈ arg minx V (x);
(c) for every accumulation point ȳ, the kernel of∇2V (ȳ)

contains a nonzero vector with a zero coordinate.

We note that this theorem allows the possibility of y(t)
having no accumulation point, in which case (b) and (c)
are trivially satisfied. This is for example the case for
y(t) = −t with V (x) = exp(x) on R.

The proof of Theorem 1 is presented in Section 4. We
now deduce useful special cases by strengthening some
assumptions, first in view of positive semidefinite Hes-
sians, and then for positive definite ones.

Corollary 2 Under the conditions of Theorem 1, as-
sume that the trajectory y is bounded and the kernel of
the Hessian ∇2V (x) does not have any nonzero vector
with zero component for any x. Then either y converges
to a point y∗, or it converges to the set arg minx V (x).

PROOF. Since y is bounded, it must have at least one
accumulation point. Thus the claim of Theorem 1 is not
empty. The current conditions explicitly exclude case
(c), the remaining conditions (a) and (b) correspond to
the statement of the Corollary. 2

Corollary 2 can for example be applied with any function
of the form V (x) = Ṽ (Πvx) where Πv is the orthogonal
projection onto a space orthogonal to a vector v with
vi 6= 0 for every i, and Ṽ is strongly convex.

Corollary 3 Under the conditions of Theorem 1,

(i) if V is strongly convex, then y converges;
(ii) if ∇2V (x) � 0 for every x and V admits a minimum

x∗, then y converges.

PROOF. We prove (ii), of which (i) is a particular
case. We suppose without loss of generality that x∗ = 0
and V (x∗) = 0.

We first show that ȳ(t) is bounded. Since ∇2V (0) � 0
and ∇2V (x) is continuous, there exists ε, λ > 0 such
that ∇(x) � λI for all x ∈ B(0, ε). By convexity,
vT∇V (sv) ≥ 0 for all s ≥ 0. Moreover, if s ≥ ε we can
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develop the following bound

vT∇V (sv) =

∫ s

0

vT∇2V (`v)vd`

≥
∫ ε

0

vT∇2V (`v)vd`

≥
∫ ε

0

λ ||v||2 d` = ελ.

Consequently, for any q ≥ ε there holds

V (qv) =

∫ q

0

vT∇V (vs)ds ≥
∫ ε

0

0ds+

∫ q

ε

ελds = (q−ε)ελ.

In particular, for any x 6∈ B(0, ε), we have V (x) ≥ (||x||−
ε)ελ. Since V (y(t)) is non-increasing as ẏT∇V (y(t)) ≤ 0
follows from (2), this implies (||y(t)||−ε)ελ ≤ V (y(t)) ≤
V (y(0)), and hence the boundedness of y.

This allows applying Corollary 2. Since the set of min-
imizers of V is shown by standard argument to consist
of a single point x∗ in the current case, both possible
conclusions of this Corollary imply the convergence of
y. 2

Note that the assumption of the existence of a minimum
x∗ in condition (ii) of Corollary 3 is needed, as the other
part of the assumption does not necessarily imply the
existence of a minimum nor the boundedness of the level
sets, as it is the case with V (x) = exp(x) on R mentioned
above.

3 Tightness

We now show that assumptions of Theorem 1 allow for
situations where only condition (b) or (c) holds demon-
strating thus that these situations cannot be excluded
without additional assumptions.

Example 1 (Condition (b)) Let V (x) : R2 →
R, V (x) = (x2 − x1)2, and consider the trajectory
y(t) = (sin(t), sin(t)).

We have ∇V (x) = 2(x1 − x2, x2 − x1)> and thus
∇V (y(t)) = 0, so that our assumption (2) is trivially
satisfied and Theorem 1 applies. The trajectory y does
not converge, so condition (a) does not hold. Now, the
set of accumulation points of y is {(a, a) : a ∈ [−1, 1]}.
On these points (as everywhere in R2), the kernel of∇2V
is always span{(1, 1)}, which contains thus no nonzero
vector with a zero coordinate, so condition (c) does
not hold either. Hence only condition (b) applies, and
indeed ∇V (ȳ) = 0 holds for all accumulation points ȳ.

Example 2 (Condition (c)) Let C = [−1, 1]2 ⊂ R2,
and V (x) = d4(x,C), i.e. the fourth power of the Eu-
clidean distance to C. Consider the trajectory y(t) =
(2 + e−t, sin(t)).

V is convex, and one can verify that its Hessian is lo-
cally Lipschitz. Besides, y remains in [1,∞)× [−1, 1], on
which d(x,C) = (x1 − 1) and hence V (x) = (x1 − 1)4.
Furthermore the differentials in this region are

∇V (x) =

(
4(x1 − 1)3

0

)
∇2V (x) =

(
12(x1 − 1)2 0

0 0

)
.

In particular ∇V (y(t)) = (4(e−t + 1)3, 0)>, which to-
gether with ẏ(t) = (−e−t, cos(t)) implies that our as-
sumption (2) is satisfied, and Theorem 1 applies. Again,
the trajectory does not converge, so condition (a) does
not hold. Its set of accumulation points ȳ is {(2, a) : a ∈
[−1, 1]}, and on such points ∇V (ȳ) = (4, 0)> 6= 0, so
conditions (b) does not hold. Hence solely condition (c)
holds, and one can indeed verify that the kernel of the
Hessian at those points contains the vector (0, 1)>.

4 Proof of Theorem 1

4.1 Introduction and proof structure

For the ease of reading, we will slightly abuse notations
and use ∇Vi to denote ∂V

∂xi
and ∇Vi(z) to denote ∂V

∂xi
|z.

We first observe that, although we did not assume V to
be bounded from below, this assumption is automati-
cally satisfied along the trajectory if there exists an ac-
cumulation point.

Lemma 4 Under the assumptions of Theorem 1, if y
admits an accumulation point ȳ, then V (y(t)) ≥ V (ȳ)
for all t, and limt→∞ V (y(t)) = V (ȳ).

PROOF. It follows from assumption (2) that

d

dt
V (y(t)) =

n∑
i=1

∇Vi(y(t))ẏi(t) ≤ 0,

implying that V (y(t)) is non-increasing. Since y(t) gets
arbitrary close to ȳ for arbitrarily large times, the con-
tinuity of V implies lim supt→∞ V (y(t)) ≥ V (ȳ), and
thanks to the monotonicity of V (ȳ(t)) we have then

inf
t
V (y(t)) = lim

t→∞
V (y(t)) = lim sup

t→∞
V (y(t)) ≥ V (ȳ). 2

We now define

Ki := {x : ∇Vi(x) = 0},
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the set on which the ith coordinate of the gradient of V
cancels. These sets are closed by continuity of ∇V . We
say that an accumulation point ȳ is locally K-minimal
if there is a non-trivial ball centered on ȳ containing no
accumulation point that belongs to a smaller number of
Ki than ȳ. We first prove in Section 4.2 the result for
locally K-minimal accumulation points, and will extend
it to the general case in Section 4.3 using topological
arguments.

The intuition behind our proof is the following. In the
non-trivial case of the theorem where the trajectory y
does not converge but admits a (K-minimal) accumula-
tion point ȳ, this trajectory must repeatedly approach
ȳ and then leave it at a non-vanishing distance. We will
exploit this to define a “direction” v that is (asymp-
totically) followed infinitely often when the trajectory
leaves ȳ. We will argue that for those i for which ȳ ∈ Ki,
there must hold (Hv)i = 0 with H the Hessian of V
at ȳ, because otherwise there would be an accumula-
tion point of the form ȳ + δv at which ∇Vi 6= 0, i.e.
that does not belong to Ki, contradicting the local K-
minimality of ȳ. We will also argue that for those i for
which ȳ 6∈ Ki i.e. ∇Vi 6= 0, there must hold vi = 0,
for otherwise, following v would result in an impossible
repeated decrease of energy ∇V (ȳ)v ≤ ∇Vi(ȳ)vi < 0
(where we use our assumption (2)). Hence there we will
have vTHv =

∑
i vi(Hv)i = 0, i.e. the direction v is in

the kernel of H. The analysis of the structure of this v
will then give cases (b) and (c).

4.2 K-minimal accumulation points

Proposition 5 Under the assumptions of Theorem 1, if
y does not converge, every locally K-minimal accumula-
tion point ȳ satisfies (at least) one of the following con-
ditions:

(b′) ∇V (ȳ) = 0 and ȳ ∈ arg minx V (x).
(c′) the kernel of∇2V (ȳ) contains a nonzero vector with

a zero coordinate.

We suppose y does not converge and fix a locally K-
minimal accumulation point ȳ (in the absence of such
point, the claim trivially holds). We may re-index the
coordinates without loss of generality in such a way that
ȳ belongs to K1, . . . ,Kk and not to the n− k other Ki,
with k potentially equal to 0. This choice and the local K-
minimality of ȳ imply that the two following conditions
are satisfied for any sufficiently small ε, and hence we
assume them to be satisfied in the sequel for the values
of ε considered.
(i) B̄(ȳ, 3ε) ∩ Ki = ∅ for i > k, where B̄ denotes the
closed ball.
(ii) there are no accumulation points on less than k sets
Ki within B̄(ȳ, 3ε).

We first show that locally, the trajectory will be
asymptotically constrained towards the k kernel spaces

Figure 1. Representation of different constructions in the
proof of Proposition 5 for a given accumulation point ȳ: (i)
the sets Ki, with ȳ belonging to one of them, Ki, so that
k = 1; (ii) the three balls of radius ε, 2ε and 3ε centered on ȳ,
which do not intersectKj ; and (iii) the trajectory y and some
vectors ∆ym connecting each time a point of the trajectory
at distance ε from ȳ to a subsequent point at distance 2ε
from ȳ (these points are respectively y(tm1 ) and y(tm2 ), and
are not represented here)

K1, . . . ,Kk prescribed by ȳ. In the representation of
Figure 1, this means that y will approach closely Ki in
the long run for i = 1, . . . , k.

Since y(t) does not converge to ȳ, then for ε small enough,
we can find arbitrary large t for which y(t) 6∈ B(ȳ, 2ε).
On the other hand, since ȳ is an accumulation point, we
can also find arbitrary large t for which y(t) ∈ B(ȳ, ε).
Hence, there exists a sequence of disjoint intervals
[tm1 , t

m
2 ] with tm1 , t

m
2 → ∞ such that y(tm1 ) ∈ ∂B(ȳ, ε),

y(tm2 ) ∈ ∂B(ȳ, 2ε) and y([tm1 , t
m
2 ]) ∈ B̄(ȳ, 2ε). We let

then ∆ym = y(tm2 ) − y(tm1 ), be the vector linking the
beginning and end of these pieces of trajectories, and
already observe that ||∆ym|| ∈ [2ε, 4ε]. See again Figure
1 for a representation.

Since these vectors live in a compact set, they have an
accumulation point ∆yε, still with ||∆yε|| ∈ [2ε, 4ε].
This vector can be interpreted as a direction in which
the trajectory repeatedly leaves the small neighborhood
of ȳ. We will show that (∆yε)TH∆yε = O(ε3) for H
the Hessian of V at ȳ. For this purpose we show that
|(H∆yε)i| = O(ε2) for i ≤ k and ∆yεi = 0 for i > k.

Claim 1: For i ≤ k, for any increasing diverging se-
quence of times tm such that y(tm) ∈ B̄(ȳ, 3ε), there
holds

lim
m→∞

d(y(tm),Ki) = 0 and lim
m→∞

∇Vi(y(tm)) = 0

In particular ∇Vi(y(tm2 ))→ 0 and ∇Vi(y(tm1 ))→ 0.

PROOF. If limm→∞ d(y(tm),Ki) = 0 did not hold,

there would be an infinite subsequence ȳ(tm
′
) at a dis-
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tance larger than δ > 0 from Ki, which would admit an
accumulation point yδ ∈ B̄(ȳ, 3ε) since y(tm) remains in
that compact set. Moreover, yδ would not belong to any
Kj for j > k since B̄(ȳ, 3ε) does not intersect with any
such Kj . Hence we would have an accumulation point of
y belonging to less than k sets Ki in contradiction with
ȳ being K-minimal. The second part of the claim follows
then by continuity of the gradient. 1 2

We now show how Claim 1 implies the direction ∆yε is
“not too far” from the kernel of the first k rows of the
Hessian of V .

Claim 2: Let H = ∇2V (ȳ). For any i ≤ k there holds
|(H∆yε)i| ≤ Cε2, for some C possibly depending on ȳ
but not on ε.

PROOF. We prove

lim sup
m→∞

|(H∆ym)i| ≤ Cε2, (3)

which implies the result by definition of ∆yε as an accu-
mulation point of ∆ym. For this purpose we first show
that the difference of the gradient ∇V (y(tm2 ))−∇V (ȳ)
can be approximated by H∆ym up to O(ε2). Indeed, we
can write ∇V (y(tm2 ))−∇V (ȳ) as the following integral∫ 1

s=0

∇2V (ȳ + (y(tm2 )− ȳ)s) (y(tm2 )− ȳ)ds

=

∫ 1

s=0

H(y(tm2 )− ȳ)ds

+

∫ 1

s=0

(
∇2V (ȳ + (y(tm2 )− ȳ)s)−H

)
(y(tm2 )− ȳ)ds

Since the Hessian is assumed to be locally Lipschitz con-
tinuous, we have, for a Lipschitz constant L(ȳ),∣∣∣∣∇2V (ȳ + (y(tm2 )− ȳ)s)−H

∣∣∣∣ ≤ L(ȳ)s ||y(tm2 )− ȳ||
= O(ε),

with the implicit constant only depending on ȳ. Hence,
slightly abusing the O(ε) notation for the sake of con-
ciseness, there holds

∇V (y(tm2 ))−∇V (ȳ)

= H(y(tm2 )− ȳ) +

∫ 1

s=0

O(ε)(y(tm2 )− ȳ)ds

= H(y(tm2 )− ȳ) +O(ε2),

1 We need to work on the closed ball. Because it is com-
pact and ∇V is continuous, Heine-Cantor theorem implies
uniform continuity, hence approaching the set Ki on which
∇Vi is 0 implies that ∇Vi goes to 0.

where we have used ||y(tm2 )− ȳ|| = 2ε. Similarly
∇V (y(tm1 ))−∇V (ȳ) = H(y(tm1 )− ȳ) +O(ε2). Hence

∇V (y(tm2 ))−∇V (y(tm1 )) = H∆ym +O(ε2). (4)

By Claim 1, we know that ∇Vi(y(tm2 )) → 0 and
∇Vi(y(tm1 ))→ 0. Therefore, it follows from (4), applied
to each component i = 1, . . . , k, that

∇Vi(y(tm2 ))−∇Vi(y(tm1 )) = Hi:∆y
m +O(ε2)→ 0,

which implies (3) and thus the claim. 2

As a next step, we show that ∆yεi = 0 for i > k. The
idea of the proof is that every ∆ymi , of which ∆yεi is an
accumulation point, results in a proportional decrease of
energy “along the i coordinate” that cannot be compen-
sated by the other coordinates due to our elementwise
decrease condition (2).

Claim 3: ∆yεi = 0 for i > k.

PROOF. We show that limm→∞∆ymi = 0 for i > k,
which implies the claim as ∆yε is an accumulation point
of ∆ymi .

Since ∇Vi(ȳ) 6= 0 for i > k by definition of k, the conti-
nuity of∇V implies that if ε is sufficiently small, we have
|∇Vi(x)| > c > 0 for some c > 0 for all x ∈ B̄(ȳ, 2ε).
Therefore, since y(t) ∈ B̄(ȳ, 2ε) for t ∈ [tm1 , t

m
2 ], there

holds

|∆ymi | ≤
∫ tm2

tm1

|ẏi|dt ≤
1

c

∫ tm2

tm1

|∇Vi(y)| |ẏi|dt.

Our main assumption on coordinate-wise decrease (2)
implies that |∇Vi(y)| |ẏi| = −∇Vi(y)ẏi, and generally
that −∇Vj(y)ẏj ≥ 0 for every j. Hence,

|∆ymi | ≤ −
1

c

∫ tm2

tm1

∇Vi(y)ẏi +
∑
i 6=j

∇Vj(y)ẏj

 dt

=
1

c
(V (y(tm1 ))− V (y(tm2 ))) .

This last inequality holds for every m, so that

∑
m

|∆ymi | ≤
1

c

∑
m

(V (y(tm1 ))− V (y(tm2 ))) <∞,

as V (y(t)) is non-increasing and the overall decrease of
V (y(t)) is finite by Lemma 4. Therefore, there holds
|∆ymi | → 0 as m→∞, which implies ∆yεi = 0. 2
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Claim 4: Let H = ∇2V (ȳ). If ε is small enough, there
holds

(∆yε)TH(∆yε) ≤ C ′ε3 (5)

for some constant C ′ depending only on ȳ.

PROOF. For i ≤ k, it follows from Claim 2 that

|∆yεi (H∆yε)i| ≤ ||∆yε|| |(H∆yε)i| ≤ 4εCε2 =: C ′ε3.

For i > k, we have ∆yεi (H∆yε)i = 0 because ∆yεi = 0
by Claim 3, so there holds

(∆yε)TH(∆yε) ≤ C ′ε3. 2

We are now ready to prove Proposition 5.

PROOF. First, remember that ||∆yε|| ∈ [2ε, 4ε], hence

any sequence of ∆yε

ε admits an accumulation point. In
particular, among the small enough ε there exists a se-
quence of ε` converging to 0 and a vector v with ||v|| ∈
[2, 4] such that v = lim`→∞

1
ε`

∆yε` .

For i > k, Claim 3 implies that 1
ε`

∆yε`i = 0 and thus
vi = 0. Besides, from Claim 4, we have

vTHv = lim
`→∞

(
∆yε`

ε`

)T
H

(
∆yε`

ε`

)
= lim
`→∞

1

ε2`
(∆yε`)

T
H (∆yε`)

≤ lim
`→∞

1

ε2`
C ′ε3` = C ′ε` = 0.

So we have found a nonzero v in the kernel of H such
that vi = 0 for all i > k. If k < n then the kernel
contains a nonzero vector with a zero entry, i.e. case
(c′) of Proposition 5 holds. On the other hand, if k =
n, then the definition of k implies ȳ ∈ Ki for every i,
that is, ∇Vi(ȳ) = 0 for every i so that case (b′) holds:
∇V (ȳ) = 0 and ȳ ∈ arg minx V (x) by the convexity of V .
Since these conclusions hold for any locally K-minimal
accumulation points ȳ, we have established Proposition
5. 2

4.3 Generalization to all accumulation points

We now prove Theorem 1 by extending the result of
Proposition 5 to all accumulation points, whether K-
minimal or not.

Lemma 6 Under the assumptions of Theorem 1, the set
of x ∈ Rn satisfying conclusion (b′) or (c′) of Proposition
5 is closed.

PROOF. By continuity of ∇V (x), the set of x ∈ Rn
such that ∇V (x) = 0 is closed, which proves the claim
for (b′). For (c′) we let Ti be the set of points such that
the kernel of ∇2V (x) has a nonzero vector whose ith

component is zero, and show that each of the Ti is closed,
which implies the result since the target set is the union
of the Ti. We assume without loss of generality that
i = n. A point x belongs to Tn if and only if there is a
non-trivial w ∈ Rn−1 such that

0 = H

(
w

0

)
=
(
H1:n−1(x) hn(x)

)(w
0

)
= H1:n−1(x)w,

i.e. if and only if H1:n−1(x) is rank deficient. Since the
rank of a matrix is the size of its largest nonsingular
square submatrix, being rank deficient can be checked
by checking that all the n submatrices of size (n− 1)×
(n − 1) of H1:n−1(x) have a zero determinant, i.e. that
n continuous functions of x are zero. The set Tn is thus
an intersection of zero sets of continuous functions and
is therefore closed. 2

The next lemma will allow us to deduce that the set
of K-minimal accumulation points is dense within the
set of accumulation points, i.e. its closure contains all
accumulation points. We state it for functions defined on
subsets of Rn, but it actually directly extends to general
topological spaces, with the same proof.

Lemma 7 Let S ⊂ Rn and g : S → N. The set of local
minima of g is dense in S.

PROOF. Let Mk ⊂ S be the set of locally minimal
points with value k. By definition,

Mk = g−1(k) \
k−1⋃
i=0

g−1(i). (6)

We show by induction that
⋃k
i=0Mi =

⋃k
i=0 g

−1(i). For
k = 0 this is immediate because (6) becomes M0 =
g−1(0). Let us now assume the relation holds for k − 1.
Using (6), we may write

Mk ∪
k−1⋃
i=0

Mi =

g−1(k) \
k−1⋃
i=0

g−1(i)

 ∪ k−1⋃
i=0

g−1(i)

=

g−1(k) ∪
k−1⋃
i=0

g−1(i)

 =

k⋃
i=0

g−1(i),

which confirms the induction step. Since S is the domain
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of g, we have then

S = g−1(N) =

∞⋃
i=0

g−1(i) ⊆
∞⋃
k=0

k⋃
i=0

g−1(i)

=

∞⋃
k=0

k⋃
i=0

Mi ⊆
∞⋃
i=0

Mi,

i.e. the closure of local minima covers S. 2

To complete the proof of the main theorem, we let S be
the set of accumulation points of y, and define on this set
the function g assigning to each point the number of set
Ki to which it belongs. Observe that the set Smin of K-
minimal accumulation points is exactly the set of local
minima of g. Hence it follows from Lemma 7 that Smin

is dense in S, and thus that S ⊆ S̄min. Now Proposition
5 states that, in the absence of convergence of y, every
point of Smin satisfies condition (b′) or (c′), and we have
seen in Lemma 6 that the set of points satisfying either
of these conditions are closed. Hence every point of S ⊆
S̄min also satisfies (b′) or (c′).

Finally, we observe that if one accumulation point ȳ sat-
isfied condition (b′), i.e. ∇V (ȳ) = 0, the convexity of V
implies that V (ȳ) = minx V (x), and Lemma 4 implies
then that limt→∞ V (y(t)) = minx V (x) and thus that
all accumulation points of y must similarly satisfy con-
dition (b′). Consequently, if y does not converge, either
one accumulation point satisfies (b′) and then all of them
do, leading to condition (b) of the theorem, or no accu-
mulation point does, and then they all have to satisfy
(c′), implying condition (c) of the theorem.

5 Conclusions and Open Research Directions

We have extended the results of [8] to general convex
energy functions as opposed to simply quadratic ones,
and clarified the possible impact of zero component in
vectors of the Hessian kernel at some positions, signif-
icantly increasing their applicability. Our result allows
establishing the convergence of trajectories under very
simple and easily verifiable assumptions, and guarantees
in other situation simple and strong properties for the
accumulation points of the trajectory.

We hope our results will serve as a useful tool for the
analysis of the evolution of various systems, to take a
shortcut in confirming convergence when otherwise there
is a high complexity in the description of the dynamics.
One may think of multi-agent interactions with commu-
nication issues, cooperation or race conditions, measure-
ment errors and quantizations, exogenous randomness
and more.

Note that currently our results per se do not provide in-
formation on the convergence speed, but this is a con-
sequence of an approach applicable to trajectories with
potentially arbitrarily slow convergence. There remains,
however, several open questions.

Guaranteeing convergence: We have seen in Examples
1 and 2 that the alternative (b) and (c) to the con-
vergence of the trajectory cannot simply be discarded
from the possible conclusions of Theorem 1. However, it
might be possible to strengthen Theorem 1 by modifying
our coordinate-wise decrease assumption (2). Observe
indeed that both Examples 1 and 2 involve the trajec-
tory freely moving along coordinates for which the cor-
responding gradient is zero, and hence would not satisfy
the following stronger variation of assumption (2):

ẏi(t) 6= 0⇒ ẏi(t)
∂V

∂xi
|y(t) < 0 ∀t ≥ 0, i = 1, . . . , n,

(7)
i.e. the derivative of the ith coordinate of y should have
opposite sign as the corresponding coordinate of ∇V ,
and must be zero if the latter is zero 2 . Whether or not
(7) is a sufficient condition for convergence is an open
question. An even stronger assumption would also force
ẏi(t) to be nonzero when ∂V

∂xi
|y(t) 6= 0, but this would

significantly decreases the applicability of the result, as
it would forbid coordinates from fully stopping in most
situations.

Extensions: The extension of Theorem 1 to functions
V that are not necessarily convex is an open question.
We observe that our proof would immediately apply to
purely concave functions, though this case appears less
relevant. Another extension would consist in relaxing the
local Lipschitz continuity requirement for ∇2V , which
could further ease the practical design of energy func-
tions, allowing e.g. for easily connecting linear and non-
linear parts of V .

Coordinate-free formulation: Finally, the application of
our results strongly depend on the choice of coordinates.
They can be extended by embedding a change of coor-
dinates, but formulating a truly coordinate-independent
version of Theorem 1 remains future work.
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