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like speech from text. Nowadays, with end-to-end systems, 
highly natural synthesized speech can be achieved if a large 
enough dataset is available from the target speaker. However, 
often it would be necessary to adapt to a target speaker for 
whom only a few training samples are available. Limited 
data speaker adaptation might be a difficult problem due to 
the overly few training samples. Issues might appear with a 
limited speaker dataset, such as the irregular allocation of 
linguistic tokens (i.e., some speech sounds are left out from the 
synthesized speech). To build lightweight systems, measuring 
the number of minimum data samples and training epochs is 
crucial to acquire a reasonable quality. We conducted detailed 
experiments with four target speakers for adaptive speaker 
text-to-speech (TTS) synthesis to show the performance of the 
end-to-end Tacotron2 model and the WaveGlow neural vocoder 
with an English dataset at several training data samples and 
training lengths. According to our investigation of objective 
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I. INTRODUCTION

Speech technology is modern, rapidly developing interdis-
ciplinary field dealing with the artificial intelligence (AI)

implementation of any element of the natural human speech
chain (such as the speaker, the listener, or even the transmis-
sion medium). Several disciplines such as phonetics, machine
learning, signal processing, speech acoustics, and cognitive
sciences have been used altogether in this field. Based on
the available statistical data, it is interesting to say that today
we know of just over 7000 living, spoken languages, which
poses a serious challenge for speech technology professionals
in terms of the uniqueness of each language and the diversity
of the linguistic environment [1].
In parallel with the development of infocommunications tech-
nology, the need for average users to ensure that language
differences, communication features, decrease in the size of
devices and the increase in our expectations, as well as other
obstacles (e.g., physical resource limitations, functional errors)
do not hinder access to certain functions and developments.
It is a legitimate user expectation that human speech as a
”periphery” should be available for the use of information

systems instead of or in addition to peripherals that can be
connected to devices (keyboard, mouse, display)[1], [2].
Speech processing (including text-to-speech (TTS) synthesis
and automatic speech recognition (ASR)) is beneficial in
various fields such as healthcare, security, industry, education,
and recreation [3], [4], [5], [6]. Voice disorders in children,
such as dysphonia, could be detected early using ASR ap-
proaches [3]. The system distinguishes between healthy and
pathological sounds using the noisy aware approach. Similarly,
ASR might be used to enhance security by catching the
target phrases in long sequential sentences or distinct speaker
identities. With the advancement of Industry 4.0, machines will
become more intelligent, collaborative, and multi-purpose in
the future. Laborers can quickly finish the duties by listening to
the synthesized speech instructions. Moreover, TTS promises
considerable advantages, such that individuals would not need
to lose attention by checking the instructions. Furthermore,
voiced commands help to have hands-free functions [7].

A. Speech synthesis

Speech synthesis (frequently abbreviated as TTS) has the
aim to create natural, human-like voice from written texts.
This field has a long history in speech and natural language
processing. For a long time, speech synthesis has been a
challenging problem. For example, decreasing the TTS model
size for real-time synthesis has required much effort and
time to enhance the computational complexity. Low resource
scenarios, inadequate speakers dataset, robustness problems,
expressiveness, and naturalness, have occupied researchers’
minds. Much research has been conducted to enhance the
quality of synthesized speech in terms of prosody, intelligi-
bility, expressiveness, emotion, robustness, style, naturalness,
controllability, etc [8], [9], [10], [11].
A speech synthesizer pipeline basically includes a text analysis
module, an acoustic model, and a vocoder (i.e., a speech
encoder/decoder module which can decompose the speech
signal to a few parameters). A text sequence is converted
to linguistic characteristics or phonemes via the text analysis
module. Acoustic characteristics are derived from linguistic
features or phonemes via acoustic models. At last, vocoders
create waveforms based on acoustic/linguistic characteristics.
As opposed to the above traditional TTS pipeline, end-to-end
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TTS systems instantly transform characters or phonemes into
synthesized speech, often without a linguistic frontend and
without a traditional vocoder.
One of the early text-to-speech technologies was articulatory
synthesis. Articulatory synthesis generates speech by mimick-
ing the properties and movements of the human articulators
such as the glottis, tongue, lips, and vocal tract in general
[12]. Another historical technique is formant synthesis, which
generates speech using a reduced source-filter paradigm that
is controlled by a set of manually-defined parameters [13].
Concatenative synthesis was introduced with the idea of the
concatenation of well chosen speech segments from a database
[14]. The database comprises audio clips from complete sen-
tences of recorded syllables from voice actors. Unit selection
synthesis has the idea that many of such elements are available,
and the algorithms try to find large enough units from the
natural speech recordings of several hours. Even though the
sound quality generated by these methods can be excellent in
intelligibility, this approach has limitations. It consumes many
resources (especially memory for storing the units) and often
results in a speech with reduced smoothness in prosody (pitch,
stress or timing).
Statistical Parametric Speech Synthesis (SPSS) was proposed
as an alternative to concatenative and unit selection synthesis
[15]. It decomposes speech to acoustic parameters and then
uses vocoder algorithms to recover speech from the produced
acoustic parameters [15], [16], [17], [18], [19]. The essential
benefit of SPSS is its adaptability in terms of voice features,
speaking styles, and emotions [15]. Typically, two machine
learning techniques have been used in SPSS: hidden Markov-
models (HMMs) [15] and deep neural networks (DNNs) [16].
Most recently, novelties in deep learning have allowed the
creation of neural network-based speech synthesis, which
uses deep neural networks as the machine learning model
for TTS. The benefit of DNN-TTS over prior systems is its
excellent speech quality (naturalness and intelligibility) and
the fact that it demands fewer engineering preprocessing and
feature creation. Moreover, being efficient during synthesis is
as important as obtaining high-quality synthesized speech.

B. Speaker adaptation for speech synthesis

Speaker adaptation (also called voice cloning or custom
voice) is the process of customizing the synthesizer to create a
voice for any target speaker. Personalizing a TTS is a popular
feature in which the application creates sound employing any
target speaker’s voice recordings. In this case, the general TTS
model is trained with an extensive multi-speaker dataset and
then adapted to a target speaker. One aspect of adaptive TTS
is an efficacious adaptation setting, which reduces adaptation
parameters and data per target speaker. The most likely situ-
ation in which speaker adaptation is used is when the dataset
for the target speaker is too small for single speaker training,
but at least enough for adaptation.
More data will lead to enhanced speech quality [20], but
it means at a considerable expense of gathering data. Cor-
respondingly, extra fine-tuning parameters can improve the
synthesized speech quality, but it increases memory, and

implementation costs [21]. At the same time, we might also
suffer from the lack of availability of the target speaker’s
speech data. Accordingly, creating a TTS model which can
work with extremely limited data (a few sentences) would be
a solution to these problems.

C. Limited data speaker adaptation

Numerous researchers have investigated the speaker adapta-
tion options for end-to-end speech synthesis with few samples
(sentences) and tried to enhance the synthesized speech quality
with these models. A study on Tacotron2 proficiency of
speaker adaptative speech synthesis was accomplished with
a Romanian dataset [22]. Their work concluded that it is
sufficient to obtain a speaker’s identity (a target speaker’s
voice attributes) with only one sample of data (i.e., one single
sentence from the target speaker). For Spanish and Basque,
the performance of the Tacotron2-based system was examined
with limited amounts of data [23]. Guided attention was
implemented, which provided the system with the explicit
duration of the phonemes to reduce lost alignment during the
inference process. Otherwise, in non-end-to-end SPSS, many
studies have been accomplished for speaker adaptation, such
as our previous work [24], which used a Continuous vocoder
with limited target speaker data for about 14 minutes.
The speech quality was examined with varying quantities of
adaption data using Deep Voice 3, and Griffin-Lim [20]. They
studied the combination of two methods: speaker encoding and
speaker adaptation. Even with a few adaptation audios, both
ways generated adequate results. Speaker adaptation achieved
slightly better naturalness than speaker encoding. Another
relevant paper investigated three meta-learning variations for
sample efficient adaptive TTS [25]. Multi-speaker TTS archi-
tecture was updated to allow the cloning of unknown speakers
using only a few shot samples (a few training data are emerg-
ing). The fine-grained and coarse-grained encoders generate
two sorts of embeddings: variable-length and global embed-
dings. The speaker adaption approach could be improved
by using a meta-learning algorithm (Model Agnostic Meta-
Learning (MAML)) [25]. Overall, while several efforts have
been made to improve limited data speaker adaption models,
there is still a gap in investigating the amount of English target
data required to achieve adequate speaker identity, similarity
and high-quality synthesized speech.

D. End-to-end TTS: Tacotron2

Tacotron2 is an end-to-end neural network architecture
for TTS [26]. It consists of a network to convert character
sequences of input text to mel spectrogram and a neural
vocoder (see next section), which can synthesize the speech
(Fig. 1). The sequence-to-sequence architecture can elevate
this problem by translating the input text sequences into
magnitude spectrograms. As a result, this method reduces
the need for sophisticated language and speech information
because it uses raw data.
The architecture of the Tacotron2 network mixes long short-
term memory (LSTM) and convolutional neural network
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(CNN) layers to produce mel spectrogram frames from in-
put character sequences. It employs the Short-Time Fourier
Transform (STFT) to compute mel spectrograms. Further, this
network has an encoder to transform character sequences
to interior features representation and a decoder to change
these interior features to spectrograms frames. The advantage
of using mel spectrograms as an intermediate value is to
enable shorter training of the network part and the vocoder.
Also, it emphasizes the distinction of low-frequency speech
over high-frequency sounds. These benefits ensure that using
spectrograms to synthesize speech patterns is intelligible and
natural, therefore we also use Tacotron2 in the current paper.
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Fig. 1: Tacotron2 architecture.

E. Neural vocoder: WaveGlow

WaveGlow is a neural vocoder, i.e. a generative audio
model that samples from distribution to produce waveforms
[27]. The number of dimensions in this distribution must
match the number of dimensions in the intended output. The
samples are acquired from the distribution travel through the
flow steps to rebuild the synthesized voice. Twelve coupling
layers and twelve invertible 1x1 convolutions exist in the
original WaveGlow architecture. Each of the eight layers of
dilated convolutions in the affine coupling layer networks has
256 channels for skip links and 512 channels for residual
connections [27]. It is a fast model which allows parallel
synthesis at 500 kHz on an NVIDIA v100 GPU. Synthesized
voices are sharp and close to the real distribution because no
Mean squared error (MSE) loss is used for the model training.
Moreover, it gives a tractable likelihood of the training data.
According to [27], WaveGlow generates high-quality synthe-
sized speech from mel-spectrograms and delivers a quick,
efficient voice synthesis. It is faster than early WaveNet
versions, therefore we use this neural vocoder in our study.

F. Goal of the current study

This work aims to use as minimal data and parameters as
feasible while maintaining good synthesized speech quality
during speaker adaptation for end-to-end speech synthesis.
We built a TTS model based on the Tacotron2 framework
and the WaveGlow neural vocoder. We tested Tacotron2 with
five limited data sizes (15, 20, 35, 70, and 100 utterances)
from each speaker. We defined three checkpoints (300, 700,

and 900) for each target speaker and dataset scenarios. A
checkpoint is a moment in the model’s state where the current
learning rate, weights, and other parameters are stored.
The remainder of the paper is organized in the following
manner. Section II describes the experimental design, tools,
and dataset. Section III delves more into the experimental
results and findings. Finally, the conclusion is presented in
Section IV.

II. METHODS

We utilized a multi-speaker dataset with high-quality record-
ings to train the average end-to-end Tacotron2 model. Then,
we adapted this model with four target speakers (two females
and two males). Objective and subjective evaluations have
been done to test the naturalness and similarity of synthesized
speech.

A. End-to-end TTS and neural vocoder

For the Tacotron2, we used the open-source solution of-
fered by NVIDIA (https://github.com/NVIDIA/tacotron2). We
employed the official pre-trained WaveGlow vocoder (on the
LJ speech dataset with sampling rate 22050 Hz [28]) offered
by NVIDIA (https://github.com/NVIDIA/waveglow) with the
design of 12 coupling layers, eight dilated convolution layers,
512 residual, and 256 skip connections. This architecture
design of WaveGlow is proposed by NVIDIA [27].

B. Speech corpus

In our study, the Tacotron2 model was trained with an En-
glish Hi-Fi multi-speaker dataset [29]. This dataset comprises
texts from Project Gutenberg and audiobooks from LibriVox. It
has approximately 292 hours of speech from ten native English
speakers (six females and four males). Every speaker has a
minimum of 17 hours of speech sampled at 44.1 kHz in WAV
format. Then, we re-sampled it to 22050 Hz to be compatible
with the pre-trained WaveGlow vocoder, which was trained
with a dataset of 22050 Hz sample rate.
Based on signal-to-noise ratio (SNR) investigation, the Hi-Fi
TTS corpus is divided into two categories:

1) The clean subset comprises high-quality audiobooks with
adequate audio qualities (at least 40 dB),

2) The other set covers books with fewer SNR (a minimum
of 32 dB).

C. Training topology

We used a high-performance NVidia Titan X graphics pro-
cessing unit (GPU) for training the Tacotron2 model. We used
four speakers (two females: Helen Taylor and Sylviamb and
two males: Mike Pelton and Tony Oliva) to train the Tacotron2
average model. The total dataset of the four speakers is 88.3
hours (Helen Taylor: 24.3 hours, Sylviamb: 22.2 hours, Mike
Pelton: 17.7 hours, and Tony Oliva: 24.1 hours). The dataset
from the four Hi-Fi speakers was divided into the training
and validation sets for the seen speakers. The validation set
consisted primarily of 5% utterances from each speaker.
The Tacotron2 encoder was fed a character sequence, with
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been done to test the naturalness and similarity of synthesized
speech.

A. End-to-end TTS and neural vocoder

For the Tacotron2, we used the open-source solution of-
fered by NVIDIA (https://github.com/NVIDIA/tacotron2). We
employed the official pre-trained WaveGlow vocoder (on the
LJ speech dataset with sampling rate 22050 Hz [28]) offered
by NVIDIA (https://github.com/NVIDIA/waveglow) with the
design of 12 coupling layers, eight dilated convolution layers,
512 residual, and 256 skip connections. This architecture
design of WaveGlow is proposed by NVIDIA [27].

B. Speech corpus

In our study, the Tacotron2 model was trained with an En-
glish Hi-Fi multi-speaker dataset [29]. This dataset comprises
texts from Project Gutenberg and audiobooks from LibriVox. It
has approximately 292 hours of speech from ten native English
speakers (six females and four males). Every speaker has a
minimum of 17 hours of speech sampled at 44.1 kHz in WAV
format. Then, we re-sampled it to 22050 Hz to be compatible
with the pre-trained WaveGlow vocoder, which was trained
with a dataset of 22050 Hz sample rate.
Based on signal-to-noise ratio (SNR) investigation, the Hi-Fi
TTS corpus is divided into two categories:

1) The clean subset comprises high-quality audiobooks with
adequate audio qualities (at least 40 dB),

2) The other set covers books with fewer SNR (a minimum
of 32 dB).

C. Training topology

We used a high-performance NVidia Titan X graphics pro-
cessing unit (GPU) for training the Tacotron2 model. We used
four speakers (two females: Helen Taylor and Sylviamb and
two males: Mike Pelton and Tony Oliva) to train the Tacotron2
average model. The total dataset of the four speakers is 88.3
hours (Helen Taylor: 24.3 hours, Sylviamb: 22.2 hours, Mike
Pelton: 17.7 hours, and Tony Oliva: 24.1 hours). The dataset
from the four Hi-Fi speakers was divided into the training
and validation sets for the seen speakers. The validation set
consisted primarily of 5% utterances from each speaker.
The Tacotron2 encoder was fed a character sequence, with
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each character encoded as a 512-dim character embedding. A
spectrogram was created using a 2048 point Fourier transform
with Hann windowing, a shift of 16 milliseconds, and a
duration of 64 milliseconds. Next, we made a mel spectrogram
out of it, with frequency bins of 80 ranging from 125 Hz to
7.6 kHz. We utilized the Adam optimizer [30], a 0.000001
weight decay value, a 0.001 learning rate, hop length equals
256, iterations per checkpoint=1000 (a batch of data has been
passed through), and a frame size of 1024. We trained the
Tacotron2 model using the four above-mentioned speakers
from the Hi-Fi TTS corpus (88.3 hours) until checkpoint
870 000 (870 epochs, an epoch is the number of complete
passes through the training dataset). We stopped the training
at 870000 based on an investigation of the synthesis quality,
which did not improve further after this point. For the whole
training procedure, the batch size was set at eight. In addi-
tion, we used a pre-trained WaveGlow vocoder provided by
NVIDIA (https://github.com/NVIDIA/waveglow).

D. Transfer learning / Speaker adaptation

After that, we adapted the Tacotron2 model, which trained
with multi speakers, with four target speakers (two females
and two males), namely Female1 other (Maria Kasper),
Female2 clean (Cori Samuel), Male1 other (Phil Benson),
Male2 clean (John Van Stan) from the Hi-Fi dataset. We used
”clean” and ”other” sets from the dataset to show the impact
of the high-quality and low SNR audios on speaker adaptative
synthesized speech quality. We employed two target speakers
(female and male/ Female2 clean and Male2 clean) with the
”clean” dataset and two target speakers (female and male/
Female1 other and Male1 other) with the ”other” dataset. We
used the training parameters listed in Table I. The lowest
target speaker dataset was 0.48 minutes, and the greatest was
14.32 minutes. During this training, we reduced the batch size
to four and iterations per checkpoint to 100. The durations
of the used datasets are mentioned in the same table. We
trained Tacotron2 with three checkpoints (300, 700, and 900).
Essential facts to exemplify, we noticed during the training
of Tacotron2 that the synthesized speech quality did not be
enhanced much over checkpoint 900, or the quality was the
same. Therefore, the model reached a stable state, and training
it more leads to overfitting.

III. RESULTS

We compare the Tacotron2 model performance on different
sizes of training data from target speakers ranging from 15 to
100 utterances and three training periods to demonstrate the
training efficiency. Both objective and subjective evaluations
are carried out. Using an attention-based model, we aim to
achieve good alignment with minimal data and a short training
period.

A. Objective evaluation

1) MCD (dB):
Mel cepstral distortion (MCD) is a metric that measures
the similarity between the spectra of two sounds [31]. The

TABLE I: Target speakers’ data for the experiments.

Speakers
Dataset

(sentences)
Duration
(minutes)

Dataset division
(training / validation)

Checkpoints

Female1 other

15 0.73 15 / 1

300, 700, 900
20 1.72 20 / 2
35 0.91 35 / 2
70 3.84 70 / 4

100 5.94 100 / 5

Female2 clean

15 0.48 15 / 1

300, 700, 900
20 0.76 20 / 2
35 1.47 35 / 2
70 2.82 70 / 4

100 3.97 100 / 5

Male1 other

15 0.7 15 / 1

300, 700, 900
20 0.87 20 / 2
35 1.7 35 / 2
70 3.56 70 / 4

100 5.1 100 / 5

Male2 clean

15 2.12 15 / 1

300, 700, 900
20 2.9 20 / 2
35 5.25 35 / 2
70 10.29 70 / 4

100 14.32 100 / 5

lower the MCD value between synthesized and natural
mel cepstral sequences, the more similar a synthetic
voice is to a natural one (Eq. 1). x and y are the Mel-
cepstrum of the original and synthetic voice waveforms,
respectively. M is the order of Mel-cepstrum. The dy-
namic time warping algorithm was used before making
the comparison because sequences are not aligned. We
used an open-source DTW-MCD implementation (https:
//github.com/jasminsternkopf/mel cepstral distance).

MCD =
10

log 10

√√√√ M∑
m=1

(x(m)− y(m))
2 (1)

Table II details the MCD results of the synthesized speech
sentences that we obtained for the four target speakers.
We noticed that the minimum MCD values for the target
speakers Female1 other (8.51) and Male2 clean (10.6)
are obtained by the checkpoint-900 at 70 and 35 samples.
At the same time, we obtained the lowest MCD value
for the target speaker at checkpoint 900 with only 35
samples. Also, we noticed that the speaker Female2 clean
did not offer common tendencies with increasing data and
training periods. We believe the reason for this unusual
behavior is because of the smaller dataset duration for
this speaker compared to others (see Table I).
Fig. 2 shows the average MCD values of the four target
speakers. We can conclude for each data sample of 35,
70, and 100, the MCD values decreased as the training
got higher. For example, the MCD values of the 35
samples (12.46 / checkpoint-300, 11.82 / checkpoint-700,
and 11.26/ checkpoint-900). Otherwise, the average MCD
values did not decline as the data raised from 20 to 100
samples. Overall, the MCD metric did not reflect the
expected patterns in certain circumstances as limited data
and training periods increased.

2) Encoder-Decoder alignment graphs analysis:
The attention mechanism function is considered as a
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TABLE II: The result of the MCD based on the limited data.

Speaker Dataset
MCD

checkpoint-300
MCD

checkpoint-700
MCD

checkpoint-900

Female1 other

15 10.73 10.43 10.79
20 9.52 9.65 9.66
35 9.67 9.35 9.00
70 9.33 8.65 8.51
100 10.26 9.16 8.91

Female2 clean

15 12.59 14.58 13.22
20 12.42 13.41 13.33
35 15.52 14.71 13.01
70 18.18 15.96 15.31
100 16.42 15.87 14.77

Male1 other

15 16.77 15.2 16.91
20 12.87 12.73 14.24
35 13.45 12.15 12.45
70 12.27 12.88 12.3

100 13.03 12.71 12.87

Male2 clean

15 13.31 11.32 11.38
20 11.64 11.1 11.4
35 11.21 11.08 10.6
70 11.58 13.73 10.64
100 11.66 11.03 11.1

Fig. 2: The average MCD of the four target speakers.

duration model in learning the time alignment between
the input text row (encoder) and the outcome acoustic
sequence (decoder). The success of an end-to-end model
relies on attention alignment. The attention mechanism’s
irregular and inexact alignment results in word repeti-
tions, mispronunciations, and skipping [32]. The attention
alignment graph is a way of showing the quality of end-
to-end TTS models, as it shows how well the decoder
attends to encoder input [32]. The encoder gradually re-
ceives the input and generates status vectors. It examines
all status vectors and sequentially generates audio frames.
The sloping line appears when audio frames are devel-
oped by concentrating on the proper input characters.
In other words, the inclination of the diagonal line is
an indicator of the quality of the produced speech. The
clear near the diagonal line is the sign or the criteria
that the alignment graph should meet and be considered
as sufficient alignment. The figures (Fig. 3 and Fig. 4)
depict the process of attention learning for the speaker
Male1 other and the Female1 other for the synthesized
sentences ”it is a curious little church,” and ”in his
own mind or that of the public,” respectively utilizing
15, 20, 35, 70, and 100 samples of training data at
three checkpoints (300, 700, and 900). These figures

show how the text-to-spectrogram prediction network
improved learning attention during the training process
and increased data samples. With the smallest amount of
training data (15 sentences), clearly the alignment path is
not accurate (attention failures), indicating that this is not
enough for proper training, even with a high checkpoint
number. With training data of at least 20 samples, and
after checkpoint 300 of training, the Tacotron2 model
began to pick up on alignment. Despite that, the attention
line alignment for the data samples of 35 and 70 at
checkpoint 300 showed irregular behavior for the speaker
Male1 other – this tells us that in general, checkpoint 300
is not enough but the network should be trained longer.
In conclusion, according to the encoder-decoder align-
ment graphs objective evaluation, at least 20 sentences
and a checkpoint of 700 shows a good alignment (close
to a straight line). for these two sample cases. As we
noticed, 15 sentences of data (at several training times)
and checkpoint 300 (at various datasets) are insufficient to
obtain a proper alignment. Therefore, at this stage of ob-
jective evaluation, we nominated 20 sentences/checkpoint
700 to be the minimum threshold that encoder-decoder
alignment makes an acceptable outcome.

B. Subjective evaluation

In order to determine which proposed version is closer
to natural speech, we conducted an online MUSHRA-like
test [33]. Our aim was to compare the natural sentences
with the synthesized sentences depending on the training data
size (number of sentences: 15 / 35 / 70 / 100) and training
time (checkpoint: 300 / 700 / 900). In the test, the listeners
had to rate the naturalness of each stimulus in a random-
ized order relative to the reference (which was the natural
sentence), from 0 (very unnatural) to 100 (very natural). As
a lower anchor, we used the fewest data size and training
(15 samples, checkpoint 300) because of its poor quality. We
chose three sentences from the test set of the four speakers
used in the adaptation experiments. The variants appeared in
randomized order (different for each listener). The samples can
be found at https://aliraheem.github.io/infocommunications
journal 2022/. With this test, we experimented the following
seven variants for the four target speakers:
(a) natural voices,
(b) synthesized voices at 15 sentences/checkpoint-300,
(c) synthesized voices at 35 sentences/checkpoint-900,
(d) synthesized voices at 70 sentences/checkpoint-900,
(e) synthesized voices at 100 sentences/checkpoint-300,
(f) synthesized voices at 100 sentences/checkpoint-700,
(g) synthesized voices at 100 sentences/checkpoint-900.

As a result, we will have an opportunity to observe the fixed
100 sentences at different checkpoints (300, 700, and 900) and
with fixed checkpoint 900 at a different number of sentences
used as adaptation data (35, 70, and 100). We fitted the four
target speakers and three sentences from each of them. Thus,
we have 84 sentences (4 speakers x 3 sentences x 7 variants)
to compare. Twenty-one subjects (18 in quiet rooms, 3 in a
noisy environment; ten females, 11 males; 19- 48 years old;
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35 9.67 9.35 9.00
70 9.33 8.65 8.51
100 10.26 9.16 8.91

Female2 clean

15 12.59 14.58 13.22
20 12.42 13.41 13.33
35 15.52 14.71 13.01
70 18.18 15.96 15.31
100 16.42 15.87 14.77

Male1 other

15 16.77 15.2 16.91
20 12.87 12.73 14.24
35 13.45 12.15 12.45
70 12.27 12.88 12.3

100 13.03 12.71 12.87

Male2 clean

15 13.31 11.32 11.38
20 11.64 11.1 11.4
35 11.21 11.08 10.6
70 11.58 13.73 10.64
100 11.66 11.03 11.1
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duration model in learning the time alignment between
the input text row (encoder) and the outcome acoustic
sequence (decoder). The success of an end-to-end model
relies on attention alignment. The attention mechanism’s
irregular and inexact alignment results in word repeti-
tions, mispronunciations, and skipping [32]. The attention
alignment graph is a way of showing the quality of end-
to-end TTS models, as it shows how well the decoder
attends to encoder input [32]. The encoder gradually re-
ceives the input and generates status vectors. It examines
all status vectors and sequentially generates audio frames.
The sloping line appears when audio frames are devel-
oped by concentrating on the proper input characters.
In other words, the inclination of the diagonal line is
an indicator of the quality of the produced speech. The
clear near the diagonal line is the sign or the criteria
that the alignment graph should meet and be considered
as sufficient alignment. The figures (Fig. 3 and Fig. 4)
depict the process of attention learning for the speaker
Male1 other and the Female1 other for the synthesized
sentences ”it is a curious little church,” and ”in his
own mind or that of the public,” respectively utilizing
15, 20, 35, 70, and 100 samples of training data at
three checkpoints (300, 700, and 900). These figures

show how the text-to-spectrogram prediction network
improved learning attention during the training process
and increased data samples. With the smallest amount of
training data (15 sentences), clearly the alignment path is
not accurate (attention failures), indicating that this is not
enough for proper training, even with a high checkpoint
number. With training data of at least 20 samples, and
after checkpoint 300 of training, the Tacotron2 model
began to pick up on alignment. Despite that, the attention
line alignment for the data samples of 35 and 70 at
checkpoint 300 showed irregular behavior for the speaker
Male1 other – this tells us that in general, checkpoint 300
is not enough but the network should be trained longer.
In conclusion, according to the encoder-decoder align-
ment graphs objective evaluation, at least 20 sentences
and a checkpoint of 700 shows a good alignment (close
to a straight line). for these two sample cases. As we
noticed, 15 sentences of data (at several training times)
and checkpoint 300 (at various datasets) are insufficient to
obtain a proper alignment. Therefore, at this stage of ob-
jective evaluation, we nominated 20 sentences/checkpoint
700 to be the minimum threshold that encoder-decoder
alignment makes an acceptable outcome.

B. Subjective evaluation

In order to determine which proposed version is closer
to natural speech, we conducted an online MUSHRA-like
test [33]. Our aim was to compare the natural sentences
with the synthesized sentences depending on the training data
size (number of sentences: 15 / 35 / 70 / 100) and training
time (checkpoint: 300 / 700 / 900). In the test, the listeners
had to rate the naturalness of each stimulus in a random-
ized order relative to the reference (which was the natural
sentence), from 0 (very unnatural) to 100 (very natural). As
a lower anchor, we used the fewest data size and training
(15 samples, checkpoint 300) because of its poor quality. We
chose three sentences from the test set of the four speakers
used in the adaptation experiments. The variants appeared in
randomized order (different for each listener). The samples can
be found at https://aliraheem.github.io/infocommunications
journal 2022/. With this test, we experimented the following
seven variants for the four target speakers:
(a) natural voices,
(b) synthesized voices at 15 sentences/checkpoint-300,
(c) synthesized voices at 35 sentences/checkpoint-900,
(d) synthesized voices at 70 sentences/checkpoint-900,
(e) synthesized voices at 100 sentences/checkpoint-300,
(f) synthesized voices at 100 sentences/checkpoint-700,
(g) synthesized voices at 100 sentences/checkpoint-900.

As a result, we will have an opportunity to observe the fixed
100 sentences at different checkpoints (300, 700, and 900) and
with fixed checkpoint 900 at a different number of sentences
used as adaptation data (35, 70, and 100). We fitted the four
target speakers and three sentences from each of them. Thus,
we have 84 sentences (4 speakers x 3 sentences x 7 variants)
to compare. Twenty-one subjects (18 in quiet rooms, 3 in a
noisy environment; ten females, 11 males; 19- 48 years old;
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none of them were native English) volunteered to do the test.
The test duration was 13.5 minutes, on average.
Fig. 5 presents the average naturalness scores for the different
categories (data samples and checkpoints). The natural utter-
ances obtained 88% out of 100% from the subjects. We plotted
the ’100 samples/checkpoint-900’ two times - this way, it is
easy to compare the effect of data size visually and checkpoint
size. Increasing the data samples from 35 to 70 with fixing
checkpoint 900 exhibited a remarkable increase in synthesized
speech naturalness (35 samples= 38%, 70 samples= 45%). On
the other hand, increasing the data to 100 showed a slight
improvement in the synthesized speech naturalness (47%)
above the naturalness of data of 70 sentences. Additionally,
fixing the data samples at 100 samples and increasing the train-
ing periods (checkpoints= 300, 700, and 900) demonstrated
the same behavior as the previous case by increasing the
speech naturalness (checkpoint 300= 33%, checkpoint 700=
39%, and checkpoint 900= 47%). Therefore, increasing the

Fig. 4: The Attention alignment graph of the Female1 other
speaker. The horizontal axis denotes the decoder time-steps
of the creation speech sequence with a max of 175 frames.
The vertical axis represents encoder time-steps a most of the
20 phonemes. A= 15 sentences, B= 20 sentences, C= 35
sentences, D= 70 sentences, and E= 100 sentences.

training period creates more natural speech. For example,
comparing the samples 70 and 100, we notice the naturalness
of synthesized speech at 70 samples at checkpoint 900 received
more scores than 100 samples at checkpoint 700. Similarly, in
the case of 35 samples at checkpoint 900 has higher rates than
100 samples at checkpoint 300.

Next, Fig. 6 displays the speech naturalness speaker by
speaker. We noticed that increasing the data samples from
35 to 100 with fixing checkpoint 900 showed that the 100
data samples’ speech naturalness is more than 35 with all four
target speakers. Nevertheless, the 70 samples’ speech natural-
ness did not show the same behavior for all target speakers.
Meanwhile, increasing the training period from checkpoint 300
to checkpoint 900 with 100 samples keeps the same scenario
with the average case by gaining more speech naturalness.
Furthermore, it appears that increasing the sample size from
70 to 100 decreases the naturalness of speech for ”other”
data speech, whereas the opposite is true for ”clean” data
speech. Similarly, using checkpoint 900 only slightly improves
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the case of 35 samples at checkpoint 900 has higher rates than
100 samples at checkpoint 300.

Next, Fig. 6 displays the speech naturalness speaker by
speaker. We noticed that increasing the data samples from
35 to 100 with fixing checkpoint 900 showed that the 100
data samples’ speech naturalness is more than 35 with all four
target speakers. Nevertheless, the 70 samples’ speech natural-
ness did not show the same behavior for all target speakers.
Meanwhile, increasing the training period from checkpoint 300
to checkpoint 900 with 100 samples keeps the same scenario
with the average case by gaining more speech naturalness.
Furthermore, it appears that increasing the sample size from
70 to 100 decreases the naturalness of speech for ”other”
data speech, whereas the opposite is true for ”clean” data
speech. Similarly, using checkpoint 900 only slightly improves
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Fig. 5: Average naturalness ratings of the four speakers’ speech.

Fig. 6: Naturalness ratings of the four speakers’ speech naturalness (speaker 
by speaker). A higher value indicates a higher level of overall quality. 
Errorbars represent the bootstrapped 95 percent confidence intervals.
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performance compared to using checkpoint 700 for ”other”
data speech. In contrast, the improvement for ”clean” data
speech (between options f and g) is much more noticeable.

Fig. 6: Naturalness ratings of the four speakers’ speech natu-
ralness (speaker by speaker). A higher value indicates a higher
level of overall quality. Errorbars represent the bootstrapped
95 percent confidence intervals.

IV. CONCLUSION

We investigated the minimum dataset and training period
required and experimented with the Tacotron2 end-to-end TTS
and WaveGlow neural vocoder to construct a TTS model
with an unseen target speaker’s dataset. First, we trained a
general model with a multispeaker dataset of 88.3 hours,
after which we applied speaker adaptation. Four target speak-
ers (two females and two males) with two kinds of audio
qualities (clean of SNR at least 40 dB and other of SNR
equal to 30 dB) were used for the speaker adaptation. We
conducted objective and subjective evaluation experiments.
Based on our evaluations, the Tacotron2 model admirably
produces synthesized speech quality and resemblance with
100 sentences of data (at least five minutes) with a relatively
short training period (checkpoints 900) for both speakers of
both genders. We did not find a direct relation between the
SNR of the adaptation audio dataset and the quality of the
synthesized speech between the four speakers’ suggested data
to build the system (100 sentences). These outcomes can be
beneficial to building applications with personalized text-to-
speech synthesis, e.g., in speech communication aids for the
speaking impaired.
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IV. CONCLUSION
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required and experimented with the Tacotron2 end-to-end TTS
and WaveGlow neural vocoder to construct a TTS model
with an unseen target speaker’s dataset. First, we trained a
general model with a multispeaker dataset of 88.3 hours,
after which we applied speaker adaptation. Four target speak-
ers (two females and two males) with two kinds of audio
qualities (clean of SNR at least 40 dB and other of SNR
equal to 30 dB) were used for the speaker adaptation. We
conducted objective and subjective evaluation experiments.
Based on our evaluations, the Tacotron2 model admirably
produces synthesized speech quality and resemblance with
100 sentences of data (at least five minutes) with a relatively
short training period (checkpoints 900) for both speakers of
both genders. We did not find a direct relation between the
SNR of the adaptation audio dataset and the quality of the
synthesized speech between the four speakers’ suggested data
to build the system (100 sentences). These outcomes can be
beneficial to building applications with personalized text-to-
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Fig. 3: The Attention alignment graph of the Male1 other
speaker. The horizontal axis denotes the decoder time-steps
of the creation speech sequence with a max of 175 frames.
The vertical axis represents encoder time-steps a most of the
20 phonemes. A= 15 sentences, B= 20 sentences, C= 35
sentences, D= 70 sentences, and E= 100 sentences.

none of them were native English) volunteered to do the test.
The test duration was 13.5 minutes, on average.
Fig. 5 presents the average naturalness scores for the different
categories (data samples and checkpoints). The natural utter-
ances obtained 88% out of 100% from the subjects. We plotted
the ’100 samples/checkpoint-900’ two times - this way, it is
easy to compare the effect of data size visually and checkpoint
size. Increasing the data samples from 35 to 70 with fixing
checkpoint 900 exhibited a remarkable increase in synthesized
speech naturalness (35 samples= 38%, 70 samples= 45%). On
the other hand, increasing the data to 100 showed a slight
improvement in the synthesized speech naturalness (47%)
above the naturalness of data of 70 sentences. Additionally,
fixing the data samples at 100 samples and increasing the train-
ing periods (checkpoints= 300, 700, and 900) demonstrated
the same behavior as the previous case by increasing the
speech naturalness (checkpoint 300= 33%, checkpoint 700=
39%, and checkpoint 900= 47%). Therefore, increasing the

Fig. 4: The Attention alignment graph of the Female1 other
speaker. The horizontal axis denotes the decoder time-steps
of the creation speech sequence with a max of 175 frames.
The vertical axis represents encoder time-steps a most of the
20 phonemes. A= 15 sentences, B= 20 sentences, C= 35
sentences, D= 70 sentences, and E= 100 sentences.

training period creates more natural speech. For example,
comparing the samples 70 and 100, we notice the naturalness
of synthesized speech at 70 samples at checkpoint 900 received
more scores than 100 samples at checkpoint 700. Similarly, in
the case of 35 samples at checkpoint 900 has higher rates than
100 samples at checkpoint 300.

Next, Fig. 6 displays the speech naturalness speaker by
speaker. We noticed that increasing the data samples from
35 to 100 with fixing checkpoint 900 showed that the 100
data samples’ speech naturalness is more than 35 with all four
target speakers. Nevertheless, the 70 samples’ speech natural-
ness did not show the same behavior for all target speakers.
Meanwhile, increasing the training period from checkpoint 300
to checkpoint 900 with 100 samples keeps the same scenario
with the average case by gaining more speech naturalness.
Furthermore, it appears that increasing the sample size from
70 to 100 decreases the naturalness of speech for ”other”
data speech, whereas the opposite is true for ”clean” data
speech. Similarly, using checkpoint 900 only slightly improves
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performance compared to using checkpoint 700 for ”other”
data speech. In contrast, the improvement for ”clean” data
speech (between options f and g) is much more noticeable.

Fig. 6: Naturalness ratings of the four speakers’ speech natu-
ralness (speaker by speaker). A higher value indicates a higher
level of overall quality. Errorbars represent the bootstrapped
95 percent confidence intervals.

IV. CONCLUSION

We investigated the minimum dataset and training period
required and experimented with the Tacotron2 end-to-end TTS
and WaveGlow neural vocoder to construct a TTS model
with an unseen target speaker’s dataset. First, we trained a
general model with a multispeaker dataset of 88.3 hours,
after which we applied speaker adaptation. Four target speak-
ers (two females and two males) with two kinds of audio
qualities (clean of SNR at least 40 dB and other of SNR
equal to 30 dB) were used for the speaker adaptation. We
conducted objective and subjective evaluation experiments.
Based on our evaluations, the Tacotron2 model admirably
produces synthesized speech quality and resemblance with
100 sentences of data (at least five minutes) with a relatively
short training period (checkpoints 900) for both speakers of
both genders. We did not find a direct relation between the
SNR of the adaptation audio dataset and the quality of the
synthesized speech between the four speakers’ suggested data
to build the system (100 sentences). These outcomes can be
beneficial to building applications with personalized text-to-
speech synthesis, e.g., in speech communication aids for the
speaking impaired.
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HÍRKÖZLÉS-INFORMATIKA, vol. 64, pp. 53–57, 2009.
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Fig. 5: Average naturalness ratings of the four speakers’
speech.

performance compared to using checkpoint 700 for ”other”
data speech. In contrast, the improvement for ”clean” data
speech (between options f and g) is much more noticeable.

Fig. 6: Naturalness ratings of the four speakers’ speech natu-
ralness (speaker by speaker). A higher value indicates a higher
level of overall quality. Errorbars represent the bootstrapped
95 percent confidence intervals.

IV. CONCLUSION

We investigated the minimum dataset and training period
required and experimented with the Tacotron2 end-to-end TTS
and WaveGlow neural vocoder to construct a TTS model
with an unseen target speaker’s dataset. First, we trained a
general model with a multispeaker dataset of 88.3 hours,
after which we applied speaker adaptation. Four target speak-
ers (two females and two males) with two kinds of audio
qualities (clean of SNR at least 40 dB and other of SNR
equal to 30 dB) were used for the speaker adaptation. We
conducted objective and subjective evaluation experiments.
Based on our evaluations, the Tacotron2 model admirably
produces synthesized speech quality and resemblance with
100 sentences of data (at least five minutes) with a relatively
short training period (checkpoints 900) for both speakers of
both genders. We did not find a direct relation between the
SNR of the adaptation audio dataset and the quality of the
synthesized speech between the four speakers’ suggested data
to build the system (100 sentences). These outcomes can be
beneficial to building applications with personalized text-to-
speech synthesis, e.g., in speech communication aids for the
speaking impaired.
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Abstract— Recently, the issue of monitoring and repairing 

leakage from cable television networks have re-emerged, 
particularly after the International Telecommunication Union 
released a part of the ultra-high frequency spectrum to mobile 
broadband services. The newly allocated spectrum, known as the 
digital dividend bands, was traditionally used throughout Europe 
for digital TV broadcasting. The emerging problem is the mutual 
interference between the new frequency spectrum utilized by the 
Mobile/Fixed Communication Networks and the band used by 
cable TV providers to offer their services. This article is a brief 
overview and a starting point for extensive research in this area. 
We started with a simple description of the cable television system 
and mobile/fixed communication networks focusing on the aspects 
associated with ingress and egress interference issues. We also 
discussed the approaches for detecting and measuring mutual 
interference and reviewed the relevant literature. This article is
concluded with some proposed measures for reducing or 
mitigating mutual interference.

Index Terms— MFCN, LTE/5G, Cable TV, ingress/egress 
interference, digital dividend bands.

I. INTRODUCTION
he monitoring and repairing leakage from cable networks 
operating in the Very High Frequency (VHF) band have 

been a priority for cable TV providers for decades. However, in 
the last several years, the signals sent over the cable TV system 
have occupied nearly the Ultra High Frequency (UHF) 
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spectrum to offer more channels to cable TV users [1]. Many 
other vital services are operating in the UHF band, such as 
personal radio services, Public Protection and Disaster Relief 
(PPDR) services, government communication systems, and air 
navigation systems [2]. Furthermore, to address the increasing 
demand for frequencies suited for the implementation of mobile 
broadband services, the International Telecommunication 
Union (ITU) has reallocated part of the UHF spectrum range 
extending from 694 MHz to 862 MHz for Mobile/Fixed 
Communication Networks (MFCN), particularly for 4G/5G 
networks [2], [3], [4]. The new bands were allocated in two-
phase: the first digital dividend (known as the 800 MHz band) 
and the second digital dividend (known as the 700 MHz band). 
Moreover, there has recently been a demand for more of the 
current UHF television broadcasting spectrum to be reallocated 
for MFCN services. Thus, the emerging problem is the mutual 
interference between the frequency spectrum used in MFCN, 
PPDR, and the spectrum used by cable TV operators to provide 
their services. Figure 1 outlines that the 700 MHz band (694-
790 MHz spectrum) agreement in Hungary is shared by three 
cellular companies (mobile operators) and public safety 
agencies [5], [6]. Cable TV systems use the adjacent 470-
694 MHz range. The two systems are theoretically independent, 
but in practice, the cable TV band's higher channels overlap 
with the communication channels where MFCN is broadcast 
and vice versa.
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Fig. 1.  700 MHz frequency band: Rights of Use in Hungary
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