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The scope of this paper does not allow us to describe (see
(1)) ideas about the whole mapping. So we are going to deal
only with segments and area design. After the functional (see
[2]) analysis of the normalized data model it is usual to have
an entity-type directly transformed into a record-type, and
relation-types into sets. Then for the sake of efficiency some
of the recordtypes should be divided into disjoint (see [31)
segments (or groups according to the CODASYL DBTG's term)

(see [L41), and in a next phase these segments should be melted
together into areas.

Both these phases apply cluster analysis. Together with
the former phase of designing a conceptual data modelywhich
forms homogenous clusters, these three phases may be seen as
a three-level cluster analysis method. The first level is con-
ceptual data model design the second is segments design and
the, third level is area design. In the following we will deal
with the peculiarities of the second and third level.
Similarly in the frames of another approach we can see segments
and area design as a transformation of a starting cluster-

" =structure into an object cluster-structure (see [51).

1. PECULIARITIES OF THE TRANSFORMATION PROCESS

The transformation tries only to improve the chances of the
physical DB design. That is why reducing space or improve ava-
ilability and recovery (all of them are important performance
measures) are not in the focus of this paper. But we concen-
trate to response time which is the most important factor
concerning the users of an information system.



_90_

For this purpose as a performance measure the following formula

(or a similar one) can be created
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E = {fl’ f2, . fr} is the set of functions managing
the DB
and Ef (where <<=1,2,...,r) 1is the subset of the attributes
£ belonging to the f.-th function.
87 = {SZJ. SZZ,...,SZm} is the set of the DB segments
types and
SZk (where k=1,2,...,m) is the group of attributes

belonging to the k-th segment type.
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52y, SZQGSZ and 25185050

K(Z,k) 1is the access time of SZk on a mass storage device.

M(Z,k) 1is the time of data handling of SZk in the central

memory .

Si is the estimated relative frequency of fi

There are several factors which affect response time.

Important ones:

- Type of access: it must be distinguished retrieval time and

update time



= G =

- Mode of access: sequential, random etc.
= Query complexity

- Frequency of reference

File designers who know something about the expected fac-
tors may be able to design more effective file organizations.
But more essential design factors to be aware of decisions
which hardware and software products, specially DBMS-components
are going to be used. Optimizing the function ¢F above (or a
similar one) can be only if functions ¥ (Z,k) and K (Z,k) are
thoroughly known.

And in practice those formerly mentioned decisions sometimes
are taken later than naving started segments design. Further-
more unfortunately M (Z,k) and XK (Z,k) functions can be
estimated well only after having taken decisions on file struc-
tures in a later phase of the DB design. And just because of
this nature of the mapping to storage of a network structure
that is essentially a feedback-oriented task (see Figure 1)
which there always must be enough opportunity for the correct-

ing decisions of the data administrator in.
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Figure 1

In the Figure 1 two classes of entries can be seen.
Entry I: regeneration of the DB in as much as the information
needs: - set of functions (accesses)
- frequency of functions

- priority of functions
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or the hardware /software environment varies to a

great extent.

Entry IE recombination (correction) of the structure of the
segments since the decisions of the file organisation

was not foreseeble.

The II-III. loop represents an iterative segments recombination
process. Instead of using the rough model of Figure 1. there
is use in avoiding its repetitive steps by splitting the
logical design process into three consecutive tasks:

- segments design

- area design

- impact of DBMS applied

and modify the model of the process (see Figure 2.)
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If we apply that kind of segments-design method which is in-
variant (or nearly invariant) to small changes in the infor-
mation needs of the organisation we may omitt segments-design
from the loop.

So the data administrator has to frequently recombine the
structure of the DB only at area level.

In the scope of 2. and 3. segments design and area design are
discussed. :
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2. SEGMENTS DESIGN

2.1. THE STRUCTURE OF THE STARTING CLUSTERS

Before starting with segments we are given the product
of the former process of data modeling. This product can
be (see [6]) seen as a system of homogenous and generally
overlapping clusters. The nucleus of such a cluster is the
respective entity type and a cluster contains all the attri-
butes related to that very entity type (that is why it is
homogenous). The content and the number of these clusters is
known.

2.2. CLUSTERING EFFICIENCY

In the case of a medium-size information system the
number of the entity types is between 10-100 and that of the
attributes (R) referring to one entity type is 10=30 (say
R:20), so the volume of the attributes altogether is generally
some thousand, (say m=3000). It would be possible to cluster
all the attributes together in one pass. But is well known
that the bulk of the clustering methods is between
O(m*log m) and O (m?). So there seems to be use here in
applying divide and conquer philosophy. It means that at a
time the cluster analysis will be applied only for a homogenous
subset of the attributes given by former data modeling (see
2.1

By means of that simple trick the volume of attributes
of larger systems and one pass clustering is transformed into
a sequence of passes of clusterings dealing with moderate
amounts of attributes. The number of the passes is equal to
the number of entity types (i.e. the number of the formerly

given clusters by data modeling).
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2.3. THE FORESEEBLE STRUCTUREOF THE PRODUCED CLUSTERS

Segments design will produce an unforeseeble number of
segmenttypes (clusters) the content of which is also unknown.
Segmenttypes related to the same entity are disjoint ones.

The segments (by definition) have an inner hierarchical struc-
ture. So in a clustering pass (see 2.2) we can make use of
some kind of hierarchical clustering. Because of efficiency
agglomerative methods seem to be advisable (see [81).
Segmenttypes related to different entities might ovelap.
This feature will be taken into consideration later only
during area design (i.e. after having finished the sequence

of the hierarchical dustering passes).

2.4. SELECTION OF THE HIERARCHICAL AGGLOMERATIVE CLUSTERING
METHODS

2.4.1. Scale of variables

It determines to some extent the implementation of the
hierarchical agglomerative clustering method. Stored similar-
ity matrix approach is advisable, because of easy updating.
Furthermore the DB managing functions (accesses) are seen as
variables. The number of them is between N=100-1000. We
concentrate only to the important ones, so N=*100. By weight-
ing and standardising variables by the dmeanded estimated
relative frequency of the accesses the scale of variables
remain an interval one. But may be used subjective weighting
as well and so the scale might become ordinal so stored
similarity matrix is better (see £[T71). This approach is
effective when the number of the samples to be clustered (R)
is less then the number of the (N) variables. That require-
ment is met in this case, since R=20 and n=100, so R<N
indeed. (see 2.2 as well).
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2.4.2, Efficiency of the logical-physical design loop

(see Figure 2)

In the class of hierarchical agglomerative clustering
methods can be seen: - linkage methods
- centroid methods

- variancia methods

Because for segments design such a method matches best which
is invariant (or nearly invariant) to small changes in the
information needs of the organisation, (see 1.) single-link
methods are chosen (see [91]).

That subset of the single-link methods is preferable, which
there is no need for cut-off level parameter and/or easy to

program in.

2.4.3. Frequency of reference and mode of access

The relationship between the variables and the samples
(here: attributes) reflects the frequency of reference for
a sample (here: attribute).

To be frank sample is an unproper term here, because
we can see attribute types here instead of samples. In a
somewhat similar case of the leafs of the same tree where
each occurence has got differences from the other ones
probability based cluster analysis methods can be used. But
in our case no such differences can be realized between the
occurences of the same type. Furthermore the mode of access
and the demanded subset of a particular attribute type in
relation with a variable can be seen as a weighting factor
of the type. Since the object-term matrix is essentially a
non-binary one, the similarity coefficients (which are based
on binary contigency tables) cannot be used here. This does
not make good to the efficiency (space) of the segments
design algorithm.



2.5. TAXONOMIC MEASURE

We can use only distance matrix with a distance measure
which reflects asymmetry as well. The metric distance measure
cannot reflect asymmetry so we choose a proper non-metric one.
Because formely the Dice-coefficient was found as a proper
similarity measure it comes handy Lance-Williams non-metric
distance measure which is the inverse of the Dice-coefficient
and can be used in the case of a non-binary object-term matrix
(see [T1).

3., AREA DESIGN

3.1. THE STRUCTURE OF THE STARTING CLUSTERS

The structure of the starting clusters is written in 2.3.
Useful additional information on conceptual data model is a list
of those attributes which represent relations between two entity
types.

It is important to know. which segments contain these attributes.
And from the point of view of implementation of the DB the
distance measure components of these attributes should also be
known. Furthermore necessary to be aware of the precedency
(hierarchy) of the respective segment types when meeting the

information requirement of each DB function.

3.2. THE FORESEEBLE STRUCTURE OF THE PRODUCED CLUSTERS

Area design is a necessary step in logical DB design, be-
cause (generally) none of the segment types can ensure the
access of all the data required for a function of the organisa-
tion at a time. So hetween segment types either direct or in-
direct relations should be developed. Direct relations are
developed first in the phase of area design. Are design will
produce an unforeseeble number of area types (overlapping
clusters). The content and the number of the elements (of these

clusters) is also unknown.
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3.3. THE TRANSFORMATION PROCESS

The transformation process should have the following fea+

tures:

- harmonize clusters of objects (here: segment types)

and clusters of variables at a time.

- easy to detect clusters by visualizing a display or
hardcopy.

- quickly to select a representative subset of the

segment types of each separate cluster.

Each representative subset determines an area. To meet the

requirements above data-rearranging methods seen to be adequate.
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HALOS ADATBAZIS LEKEPEZfSE

Dr. Mezeil Gyula

A cikk adatbazis szegmens- és area-tervezésével foglalko-
zik. A normalizalt és funkciondlisan elemzett elvi adatmodell
egyedtipusait rekordtipusokka, illetve részrekordokka /azaz
szegmensekké/ képezik le, majd késdbb e rekord [részrekord/
tipusokat nagyobb egységekbe /areak/ fogjak Ossze. A cikk
olyan mdédszert ismertet, ahol mindkét 1lépés soran klaszternali-

zist hasznalnak.

A szegmenstervezéshez agglomerativ hierarchikus klasztera-
last és egy nem-metrikus tavolsagmértéket, az area- tervezés-

hez pedig tablazat-atrendezd eljarast alkalmaznak.

[NIPOEKTUPOBAHUE CETEBOHW BA3H JAHHHIX

I-p Iwna Meseu

B cTaThbe pacCCMAaTPUBAKWNTCS BOMNPOCH IPOEKTHPOBaHUS CEIMEHTOB
¥ obnacTes /apsa/ 6a3H OaHHHEX. OTHEJNIbLHHE TUMH HOPMANH3O0BaHHON
OyHKIMANBHO NMPOAHANM3HWPOBAHHON NPUHIHUNHAJIBHON MOOEH OaHHHX
NMpeobpa3ynTcsa B PEKOpOH JIM60 B YAaCTH pPeKopnoB /cerMeHTH/, 3a-
TEM PEKOpIH /YacTH PEKOpOoOB/ O6BLEOUHSAKWTCS B 6OJIbIHE I'PYIIIH
/o6nactu/ /ap3a/. CTaThsa ONHUCHBAET TaKXe AJITOPUTMH, KOTOPHE HC—
NOJIB3YKWT METOIH KJIaCTEPHOr'O aHalu3a. [IAd NOCTPOEHHS CEIMEHTOB
HCNOJIL30BAJIUCHE arrJIOMETPAaTHBHAas HMepapxXHuYecKas KJlacTepus3allusa H
HEeMeTpHUYEeCKOe H3MepeHHe PpacCTOAHui. I[IpH NMpoexTHpOoBaHWUU oO6iac-—

Tel HCIOJIB30BAaJICA MEeTOH MNeperpylnlIupOBKH TabJiull.
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