MTA SZTAKI Kdzlemények 36/1987 pp.31-47

ABOUT A METHODOLOGY TO SELECT A DBMS

M.F. ATAN
M. E. BRAGADO BRETANA
Institute Central de Investigacion Digital

Calle 198 1703
Siboney, C. de la Habana, Cuba

1. ' Ihtroduction.

The rising use of database systems for the data management has
resulted in an increasing number  of systems entering Lhe

marketplace. The selection of a database system reqguires a
structured, comprehensive investigation.

The following paper show a general methodology to gselect & DEMS
in order -to use it and alsoc to select it as a pattern to be

implemented in some hardware configurabtion.

2. Alms.

A& complete evaluation methodology for  database systems sl
integrate a feature analysis phase, human factors aspoecis
JUNORTE3/, and a performance analysis phase.

The wobjective of this evaluwation is nobt only to choose a  system
for an aﬁplicatiun, but to take a DEMS as a battern to be
implemented. BRecause of this, several features of the systems do
not have great importance; for example, the Operating System oo
which the system executes, arithmetic precision, errar recoavery,
etoc.y  these are dmplementation characteristices that canm be
adapted to each necessities. Therefore, 1t complements the
methodol ogy with a phase about the characteristics af
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implementation of each system.

The main objetive in our methodology is to remark the integrity
of these phases. Any phase itself can not be used in isolated
form to determine which system must be selected. Each phase must
be analyzed in complementary form to obtain a success ful
selection.

The figure Z.]1 shows a summary of ouwr methodology.
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Figure Z.1. A summary of our methodology.



Z.1. Feature analysis phase.
The features and capabilities that a database system mnay provide
is very large. A feature analysis fulfill two functions; it first
serves as a process to decide those systems that are completely
unsuitable for  answering the needs of a particular application
and second, it provides a ranking of the surviving candidate
systems.

Feature analysis has a number of advantages over other methods

of system evaluation.

i) Feature analysis provides a structured first cut. The final
result of a feature analysis should be a small number o
fandidate systems. Ferformance analysis, which is much @ore
costly, -can then be performed with only this =mall number of
systems.

ii)There are aualitative aspects of a database system that cannct
be quantified in terms of system performance; fior  example:
vendor support, cdocumentation quality, security, user
friendliness, etc. BSince benchmark analysis cannot divectly
test the performance of these features, feature analysis
remains the hest method for thelr analysis.

iii» Little o no system cosles are involved in performing  a
feature analysis because a database implementation is  not
vequired,

In spite of these advantages features analysis showld nob be used
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several reasons for this.
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The feature importance coefficients and the

isolation to evaluate and select database systems.

There
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system support

ratings are given values by a knowlodgeable design  expert.
However, no two experts '‘may come up with same values given the

same application environment, becauwse Lhe

is a subjective exercise.

ii) Feature arnalysis 1is a paper exercise

evaluate how a asystem will perform  in

application envirvonment.

The following are the points included in the

each system.
1) System characteristics.

the system: the type of DEMSE (relational,

Operating System,

file orgarisation, characterisbics

elo.
22 Data base creation. It is described the
base creation.

3) Report generation. It is shown the

a report of a file.

o3 Data retrieval. B
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data retrival, the commands which allow to kEnow the structure of

a file, etoc.
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%) Data base modification. In any application it is necessary to
modi ficate the databage.‘Here, it is degcribed the several means
which allow to asimilate the modifications and changes 1n A
database.

&) Data editing. T study the tools to data editions editioe and
modi fication fields of a file.

73 Data concurrerncy. To analyse the several Torm of conouar rency
control lneluwded in the DBEMS evaluaabed.

8) Creation and edition of programs.

9y File compatibility. The compabibiliby  of files DbDoeltween
different systems is a good characteristic which allows to

t connes:s Lion wilh

-
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transfer files and Lo maks: applications
different systems.
10D Dozumentation. It i described the quality and

characteristics of all the documentation of the system.

2o Human factors aspects.

Felational technology was provided to a rnew class  of  users
through simplified Lermitology and & relational algebraic command
language. These new users lnew theiv application areas well, butl

their main tagks were nonprogramming  tasks., To the correct

evaluation of a DEMS it is necessary to make a heavy analysis of
the human factors or psychologic aspects in order to  accept a

system. A Tfew authors  inclode these factovs  in Lhe general



evaluation of Lthe systems.
The following phase highlights the human faclors aspects, the

benefits, and the limitations of sach system evaluatoed.

iy Syntax features of the comnmands.

In this point it is evaluated the syntax features of Lhe names of
the commands: friendly language, relation between the name of the
command and thg currespunding'data base operation, and the Ffull
command names and keywords without abbreviations.

The use of a language close to the natural is very important Lo
the assimilation and learning of a system. The user does not feel
the difference between the way usually he thinks and the way he
works with the computer. This is important Lo decrease the
debbuging time of applications. The use of "nolse" words helps Lo
improve the readability of a command. Alsa, these characteristics

improve the self documentation of  programs.

ii) User data names.

Here, it is analyzed the possibilities that the systewm provides
in order to express the names of the user data 1n legible form.
Also, this aspect has influence in the keyboard ervors. From some
obhservations, uWsers desire conciseness, bul this is overshadowed
by the need to express and document ideas in msanlingful phrases.
Users frequently try to condense abbreviations or use meaningless

names  such o as X oor o ARD that make evrorvs typing thawm or canrot



vemember the precise names thal were used. A good system musl

allow that syntax of data names be legible.

1113 Error detection and recovery.
The time lost when errors are not handled properly for the user

indicate the importance of good ervor handling. Here, it

<.
evaluated 1f the systems have a good error  detecbtion, rocovery,

and informative messages.

iv) Menu intaor faces.

In the same form that i1ncreases the interacltive way of work with
the computer, it increases the use of menw inbterfaces baltweaon
the man  and the compuber. The systems driven by mernu are  very
easy to use. With the combination of @ menus defined with
meaningful English phrases and availability of "help" messages,
users have not ouch trouble, becoming effective users. Useres do
not have to learn or vremembeyr o l:m'll'l'n‘:'.n'ldf?.';',' they simpl Y ma ke choidles

from a menuw. This is an itwmportant human aspect for the easy

assimilation of a oystem, specially for  the non-specialized
user.

v) Learning.

It means bow long it takes the user to learn how to work with @ a
system. This is a very important human factor to accepl 4 systen
by the user. A very efficient system but witlin difTficulty when it

shows the form of wuss, will be difficult to be accepltod for bLhe
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COmMmon User .
This aspect must be fulfill with some kind of statistical
investigation between several user with no egqual levels of

technical experiences.,

2.3. Performanze analysis phase.

The major  methods of  performance  evaluation are Analylbic
modelling, Simulation modelling, and Benchmarking.

Analytic modelling represents a system by defining eguations that
relate per formance guantities bto known system parameters. The use
of  these equations allows a fast and acowate means to  evaluate
system performance. The principal disadvantages are that the
equatLons are inadeguate to model  the complete range o f
functionality found in & data base system and also they fail to
account for thg dynamic behavior of the data base system. Fuor
these reasons analytic modelling has failed to receive wide
acceptance as a tool for modelling data base systems.

Simulation is the process of developing a computer  program  to
approximate the behavior of a system over a period of tiwme.
Simulation modelling has been applied to data base ‘systemu

/HULTE77/, /NAEAM75/. The major concern with using simulation

is
the time and expense thal are often necessary to develop a

simulation model . Stochastic sisoulation models aleos produce only

estimates of a model’s true per formance and the large volume of



results returned ' by a simulation often creates a tendency to
place more confidence in Lhe results than may actually be
warranted.

Benchmarking is used when a few data base systems are to be
evaluated and compared. Benchmarking requires that the systems Le
implemented so that experiments can be run under similar system
erivironments. Benchmarks are costly and time-consuming  but
provide the most valid per formance results upon which data  base
systems can be evaluated. While both simulabtion  and analytic
modelling are limited in the zcope of thelir system testing,
benchmarking offers the chance to evaluate the atbtual data base
system /E0FF73/.

The banchmar experiments publicated concentrate DaTg the
comparison  of  candidate  commercial systems for & particular
application /GLESEBL/, /ASTRABO/, /KEENA8BL1/, /TEMFL/, etc.

While benchmarking ocarn be a useful and important btecninique  for
data base system evaluationg designing, setting up, and running a
benchmark is a difficult and time-—-consuming task. Benchmarking is
problematic and at worst, a gross distortion of reality but 1t is
possible  to aobtain good conclusions 1f these aspects are  known
and if specific features are analy:sed.

In order Lo aid in the development and analysis of benchmarks 1t
is essential to show Lhe methodology used. Mo one methodology has

rovided bthe necessary robuslness demanded feom & goeneral ized
p



methodology.  No benchmark methodology can expect to incorporate
every aspect of every benchmarlk.
G methodoalogy has  been  divided into 2 principal parbs:

benchmarlk design, benchmark execulbion and benchmark analysis.

~

Z2.3.1. Benchmark design.

The design of & benchmark involves: a) the scope of the teste, b
the ftests to be per formed,  and o) Lhe envirvonment of the data
base system Lo be tested.

As 1t was shown above, the success of benchmarks depends on bhe
objectives be exaclly detailed. It has beun proved Uhal general
benchmar ks diwtort the results and mask the deficiencies
/HOUST84/. Im owr case, 1t uses the benchmark to comploaenl the
cther phases that are included in ouwr  evaluation. Bewoides, the
currcent systems alluow to perform several classic processes  of
DEME in interactive way as: ocreation and modification of data
buases, edition of programs and data bases, report  genceration,
etc., which are not possible to apply to any classic  benchmark
Ltest. These features are included into anocther phase of oar

general evaluabion.

2.2.2. Benchmarks execution.
Whern the experiment has been formally defined, the neat step is=

to implement the design for each of the candidate systoms.
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2.3.38. Benchmark analysis.

The final phase of benchmarking is the analysis of results.
Evaluatién of the data generated during benchmarking must  begin
before the tests have bgen completed. It provides feedback
during the testing by suggesbing which typss of experinents neod
ti be repeated in more detail, or should be e¢xtended in some way.
Summarizing the meaningful informabion from Lhese resuils and
discussing them in a report form 1s a key step in the benchmark

testing.

2.4 Characteristic of the inplementations.

As it has shown above,  tThe objective of our meithodology 13 o
select a system to implement il in some configuration. Therefore,
it is necessary thal ow methodoloyy contains a phase aboud tha
di fficulty to implement one o anothasy DEMS.

In this phase the following modules will be analyzed: language,
creation and edition of progvawns,  management of data dictionary,
and file control system. Eackh modal es must be analysed from  thie

point of view of the difficulties of implementation.

i) language.

The characteristics of inplementation of the languages must be
analyzed. It 13 rnecessary o analyze the structure of  the
language, characteristic of Uthe syntax and semantic analysis,

type of Compller Cinterpretier, compiler, etc), language



ambiguily, inter-relation betweer the language and obher modules,

elo.

ii) Creation and edition of programs.

The creation and edition of programs are the means included in

the DBMS to deQelap programs. It is necessary to analy:ze:

-level of full-screen editing of command files

-special featuyes

—relation with other modules of the system

-if it has included some function of syntax analysis it i1s
important to evaluate the level of relation with other wmodules
of the systen.

1iii3 Management of data dictionary.

This module includes all the su%tware means hecessary to control

the operalions with data dictionary. Here, 1t is included the
analysis of the following aspects:

—structure of the data dictionary

~the means to create/maintenance of data dictionary

- —the software to handle the dictionary

~level of complexity of the data diclionary

iv) File control system.
The difficulty of programming the file organization and its
commands are shown in thils secliocn. The analysis must include the

Foll -:nwing:
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~features of the organization used {indexed, segquential, etod
~characteristics of the commands that have relation with the
files

—characteristics of the data protection.

3. Conclusions.

Tt is shown an integrated wethodology to select a DEMS in order
to take it as a pattern to be implemented. This melhodology mast
be used as a whole and conplemented wilh  particualae anal yeis.
The conclusion of  the evaluation process mtst  be  shown witbh

several summary tables which explain the resull in each phase.

This methodology is used in our Institute wiblh sucoesful results,
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OOoHa MeTOIOJIOHHS IJisi BHOOpPKH DBMS

M. OoHOpusa ATaH, M.E. Bparamo BpeTaHa
Pe3swme

YXe cymecTByeT MHOI'O pa3JIMYHHX IaKeTOB OJA pa3paboTku 6a-
3H JaHHHX. IS TOTO 4YTOOH BHOpPaTh OOWH K3 HHX, HAIO IIPHMEHHTH

OYEeHb MHOT'O THATEJIbHHX M CTPYKTYPHPOBaHHHX METOINOB. B cTaThe

[IOKasaHa obmas MeTOIOOJIOTHS TaKOM BHOOPKH.

A DBMS KIVALASZTASANAK EGY MODSZERTANA

M. Fonfria Atan, M.E. Bragado Bretana

Osszefoglald

A piacon mar rengeteg kiilonbdz0 adatbazis-kezeld program-
csomag létezik. Egynek a kivalasztasahoz igen sok, alapos

és részletes vizsgalat sziikséges. A cikk a kivalasztasnak
egy lehetséges metodoldogidjat irja le.
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