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ABSTRACT

In this viewpoint, we introduce the term ‘screenwashing’, which describes the phenomenon whereby
social media platforms, such as TikTok and Instagram, pretend to be more socially responsible than
they actually are. That is, social media platforms pretend to be thoughtful about children’s health and
the prevention of problematic social media use, but this often turns out to be nothing more than “a lick
of paint”. We describe how features like the one-hour notification on TikTok and Instagram are
considered screenwashing and why we believe so. Screenwashing, an unethical practice, has the po-
tential to mislead parents and young users. Consequently, we advocate for increased government
intervention to protect our youth from the potential hazards associated with problematic social media
use.
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‘Screenwashing’ describes the phenomenon whereby social media platforms, such as TikTok
and Instagram, pretend to be more socially responsible than they actually are. It is imperative
to be aware of this phenomenon, as the popularity and reach of online media platforms have
grown dramatically in recent years, and is continuingly growing. For example, TikTok more
than doubled its worldwide user base between 2019 and 2021 (291.4 million to 655.9 million;
Ceci, 2023). Also, Instagram’s worldwide user base grew by 383 million from 2019 to 2021
(Insider Intelligence, 2022). These social media platforms are particularly popular among
younger generations (Wallaroo media, 2023). And while there is an age limit of 13 years,
there is an estimated 24–40% under 13 years of age on TikTok, Snapchat and Instagram
(Ofcom, 2023; Thorn report, 2021). The social media platforms are designed to capture and
sustain the attention of (young) users, resulting in U.S. youth spending an average of 113 min
per day on TikTok and approximately 90 min per day on Snapchat (Ceci, 2023), with an
average of 237 notifications per day on Instagram (Commonwealth of Massachussetts, 2023).
While social media offers enjoyment and entertainment to the majority of users, involving
activities such as exploring creative content and connecting with peers (Shapiro & Margolin,
2014), recent insights shed light on its adverse effects. Specifically, there’s growing awareness
regarding youth engaging with social media in a problematic and compulsive manner,
exhibiting behaviors akin to addiction (Boer, Stevens, Finkenauer, Koning, & Van den
Eijnden, 2021; Van den Eijnden, Lemmens, & Valkenburg, 2016). While only a small fraction
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of youth can be categorized as problematic users—exhibiting
over five symptoms, approximately 4–5% (Boer et al., 2021)
—a concerning observation is that more than one-third of
young individuals display two or more symptoms, placing
them in the at-risk group (Boer et al., 2021; Geurts, Koning,
Vossen, & van den Eijnden, 2022). These problematic as well
as at-risk users are more likely than normative users (0 or 1
symptoms) to report lower levels of mental health (life-
satisfaction, self-esteem, depression and loneliness; Huang,
2020), sleep quality (Van den Eijnden, Geurts, Van der Rijst,
TerBogt, & Koning, 2021), and social relations and school
grades (Sharif et al., 2010; Van den Eijnden, Koning,
Doornwaard, Van Gurp, & Bogt, 2018). This knowledge
about the negative impact of problematic social media use
on youth development has generated societal and political
debate on the level of regulation that should be required for
these social media platforms. Currently, governments are
taking first steps in limiting the playing field of Very Large
Online Platforms (VLOPs) such as Meta and TikTok
through new legislations, such as the Digital Services Act
(DSA; European Commission, 2021) and it’s British coun-
terpart the Online Safety Act (UK Parliament, 2023). In
addition, in several countries around the world TikTok has
recently been banned from work phones of government
employees, and the European Commission introduced a
similar measure to “increase cyber security”. Although these
discussions about the safety of TikTok are already an
important step forward in the political arena, we wonder
why this hasn’t led to any protective measures implemented
for our children and youth in general. Why would one
expect social media platforms to be harmful to politicians
but not to our youth? How can we expect young people to
use social media in a safe manner? It is imperative to
introduce governmental regulations regarding access to and
usage of social media platforms, as well as the design of the
platform, in order to safeguard youngsters from the inherent
risks associated with these platforms. For example, in the
U.S. Meta is sued for ‘intentionally designing its social media
platforms, i.e. Instagram, to be addictive to youth’
(Commonwealth of Massachussetts, 2023, page 1). Presently,
the safeguarding of our youth predominantly hinges on the
‘preventive’ initiatives introduced by social media platforms
themselves. However, in this paper, we contend that placing
excessive trust in these platforms to implement truly effec-
tive preventive measures for fostering healthy digital media
usage is unwarranted. Instead, we assert that these initiatives
often amount to ‘screenwashing,’ a concept we will sub-
stantiate through our arguments.

WHAT IS SCREENWASHING?

Screenwashing derives from the concept of greenwashing,
which typically refers to companies pretending to be more
environmentally responsible than they actually are. For
instance, Shell highlights the sustainability of its investments
by classifying natural gas as renewable energy (1.5% of their
investment; Washington Post, 1/2/2023) to overshadow

their involvement in environmentally damaging practices.
We argue that this concept of ‘greenwashing’ can also be
applied to social media platforms, which we further refer to
as screenwashing.

Screenwashing refers to tech companies pretending to
prioritize their users’ health more than they genuinely do. In
response to societal concerns about problematic social media
usage and to uphold a positive brand image, social media
platforms have recently introduced features aimed at
ostensibly safeguarding young users from harmful platform
use and promoting a healthier experience. Examples of these
features include TikTok’s time notification, as reported by
Keenan in March 2023, Messenger’s Parental Supervision
Tools (Meta, 03/2023Meta, 03/2023), and Snapchat’s
Parental Content Controls (Team Snap, 03/2023Team Snap,
03/2023). Nevertheless, it’s crucial to acknowledge that these
social media platforms operate on an attention-based busi-
ness model, wherein users’ attention serves as the product
sold to advertisers and other buyers (Williams, 2018).
Therefore, social media companies are highly invested in
getting and keeping the attention of their users, to increase
usage time and thus their market share. Given this attention-
economy business model of social media companies, they
will always be inclined to increase usage rather than decrease
it. This is exemplified by the changes in the ‘daily time limit’
options of Instagram (Lomas, 2022). Tech journalists argue
that because of a decrease in market share, Instagram tried
to increase the time users spend on their platform by quietly
changing the minimum daily time limit from 10 to 30 min.
Therefore, the supposedly protective measures implemented
by the social media platforms themselves, are marketed on a
disproportionately large scale to create a positive brand
image instead of stimulating healthy online behaviors.

WHY IS IT SCREENWASHING?

While features initiated by the social media platforms
may seem promising to prevent problematic social media
use, we will further elaborate on why we believe this is
screenwashing.

A first argument is that these preventative features of
social media platforms are unlikely to be effective. Youth
have limited resources (i.e. literacy skills, knowledge, self-
control) and motivation to adhere to the incentive to control
their social media use (Helsper & Smahel, 2020; Throuvala,
Griffiths, Rennoldson, & Kuss, 2019). Due to adolescents’
still developing brain, they face difficulties in regulating their
actions, thoughts, and emotions (i.e., self-control), as well as
for their tendency to seek immediate gratification (Casey,
2015; Du, Kerkhof, & van Koningsbruggen, 2019). Particu-
larly when using social media, research has shown that self-
control is even more challenged (Siebers, Beyens, Pouwels, &
Valkenburg, 2021), because of increased online vigilance and
preoccupation with social media (Johannes, Veling, Ver-
wijmeren, & Buijzen, 2019). Social media fulfill several
developmental needs such as identity formation, emotionally
engaging with peers and looking for role models (Bossen &
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Kottasz, 2020; Nadkarni & Hofmann, 2012). That is, youth
have the need to belong to a peer group and for that it is
important to be able to join in conversations about the daily
content of social media, such as TikTok. Subsequently, not
all children are able and motivated to stop using social
media after seeing a notification that they can click away
(with a passcode) fairly easily. Due to the underdeveloped
brain, children are more susceptible to the developmental
needs that are fulfilled by social media. This is exemplified
by research that demonstrated that notifications are not
likely to be effective among young adults to lower smart-
phone screen-time and self-reported problematic social
media use (Loid et al., 2020), yet may seem to work among
adults to reduce potential harmful gambling behaviors
(Bjørseth et al., 2021). Thus, it is not realistic to assume that
a simple time notification will change behaviors that are
satisfying adolescents’ basic needs for immediate gratifica-
tion and peer connection.

This brings us to our next argument; children can’t beat
an entire team of engineers that design their platforms in
ways that make them addictive (Bhargava & Velasquez,
2021). Particularly addictive features of social media plat-
forms are for instance 1) intermittent variable rewards (the
so-called slot machine effect) such as pop-up notifications
and “pull-to refresh” buttons (Clark & Zack, 2023), 2) design
features to exploit our need for social validation and social
reciprocity such as snapstreaks (Harris, 2017) and likes (Lee
et al., 2020), 3) elimination of natural stopping cues achieved
through the implementation of features such as endless
scrolling (Bhargava & Velasquez, 2021) and 4) a powerful
algorithm that grabs users’ attention and keeps them hooked
(user flow) by showing content that is based on youths’
active liking (e.g., thumbs up), search terms and the length
of watching certain content. Together, the design and al-
gorithm behind social media platforms prolong usage time
of their platform (Montag, Lachmann, Herrlich, & Zweig,
2019), hence increasing the risk of problematic social media
use (Qin, Omar, & Musetti, 2022; Tian, Bi, & Chen, 2023).
Hence, the impact of the one-hour notification, as imple-
mented by platforms like TikTok, is significantly over-
shadowed by the multitude of other addictive features
present on the platform.

HOW CAN WE PROTECT YOUTH?

When it comes to protecting our children against the
negative impact of problematic social media, it is crucial not
to depend solely on social media platforms voluntarily tak-
ing their responsibility. As potential effective measures
directly oppose their commercial interests, current actions
taken by social media companies are simply examples of
screenwashing, i.e., pretending to be more socially respon-
sible than a tech company actually is. This is exemplified by
the discrepancy in the public sharing of positive numbers
related to self-harm content views compared to the actual
statistics by Meta—less than 0.05% as opposed to 6.7%
(or even 16.9% among 13–15 year olds) in the past seven

days. Nor can we expect all underaged users or their parents
to develop the resilience required for safe online behaviors
that outweigh the powerful addictive features of these social
media platforms.

Governments should take their responsibility and pro-
vide the necessary conditions for a safe digital environment
for our youth (OECD, 2021) by limiting the playing field
of tech companies. Foremost, governments should be in
the lead in setting regulations concerning age-limits and
addictive features of social media platforms. Second, gov-
ernments must monitor compliance with these regulations.
While efforts to increase the digital skills of children, parents
and teachers remain important, clear regulations for tech
companies may lower the digital inequality and protect
(mental) health of our future generations. Coherent evi-
dence-based policies and interventions are needed to address
the balance between making use of the opportunities that the
digital environment can bring to all children and protecting
them from the risks. In our view, governments all over the
world have the obligation to protect the rights of the child
against the rapidly expanding influence of social media
companies.
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