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A B S T R A C T 
 
Nowadays the optimization of agricultural production is a crucial task. The use of 
computer vision may serve in increasing efficiency as this technology has achieved 
significant results in many research and practical applications to date. In the following 
years, we will experience more and more use cases of the technology and its usability in 
the intensification of agricultural production to meet the demand of the growing 
population. Computer vision appears as a sub-domain, also in the new and popular 
concept of Industry 4.0, ensuring an integrated aspect of the technology. Our practical 
experiment was performed to examine the utility of the currently available open-source 
toolkits in commuter vision, utilizing OpenCV and Google TensorFlow libraries. In this 
experiment, the typical processes of computer vision were implemented using various 
algorithms for each step, including imaging, pre-processing, post-processing and finally, 
classification. For the experiment, pictures of apples have been used as training data, 
representing various conditions. The steps including processing, segmentation, and 
identification of the fruit, were presented. The most commonly used detection algorithms 
were tested to determine estimated size, shape, and texture properties. Using a 
convolutional neural network, the identification of the fruit was presented with a 
recognition accuracy greater than 93%. 

  

1. Introduction 

In the paper, the possibilities of open-source computer vision methods will be assessed, in 
agricultural production. Due to the changing nature of our environment as well as the increasing 
population, it has become a major challenge to reduce its environmental impact, increase food security 
and develop sustainable agricultural production (Agathokleous and Calabrese, 2019). Machine vision 
systems have already been developed to a level where it is possible to assess existing electronic systems, 
upgrade them, or replace them with more efficient ones, thus supporting clients by automating their 
routine tasks (Van der Stuyft et al., 1991). For the sensory analysis of agricultural and food products, 
automatic control systems based on cameras and IT solutions have recently been applied and tested for 
their effectiveness. The machine vision systems have been successful in objectively measuring various 
parameters of agricultural and food products, that influences a given aspect of the product. Machine 
vision involves capturing, processing, and analysing images, making it easier to evaluate the visual 
properties of a given object. Its potential has long been recognized in the food industry. Recent 
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developments in hardware and software have assisted at increasing the use of the system by providing 
low cost and efficient solutions, which have led to new studies that have contributed to the further 
development of machine vision. As a result, the methods of automated computer vision continue to grow 
significantly today in the food industry and other sectors as well due to cost-effectiveness, consistency, 
excellent speed, and accuracy (Brosnan and Sun, 2004). 

1.1 Computer vision 

Computer vision is part of the IoT (Internet of Things) concept, Cyber-Physical Systems (CPS) and, 
at the same time, artificial intelligence (AI), due to the fact that the former two is based on sensor-driven 
functions when the measured data (in this case, images in form of a matrix) are transmitted to computers 
for processing where artificial intelligence provides the framework for extracting an aggregated output, 
in form of a classification. After obtaining the data, the process is followed by a customized intervention 
that is performed according to the results. 

Computer vision is the process by which a machine, usually a computer or embedded systems, 
automatically processes an image and sends a report of what is in the image considering an attribute 
(Snyder and Qi, 2017). The subject of machine vision is a crucial area of artificial intelligence. The term 
should not be understood solely as perceptual images (based on a colour imaging sensor) because it 
includes all sensors that provide spatially ordered visual information about the environment (IR camera 
etc.). Computer vision consists of two components, which can be divided further. The measurement 
must first be performed, thereafter the provided data by the measurement must be processed and 
interpreted. The complexity of this process varies, depending on the environment (real-life environment 
or laboratory, eliminating noises), the circumstances of the imaging (lighting parameter, including the 
intensity, temperature, and quality of the light) and finally, the expected results (determining the 
presence, quality parameters or damages). Based on the data, it is possible to recognize and follow 
objects, but also to draw new conclusions from indirect data. The digital image is produced by one or 
more image sensing sensors, which, in addition to the various imaging sensors, contain range sensors, 
tomography devices, radars or ultrasound cameras (Sinha, 2012). 

The classification is one of the important aspects of computer vision. It can be based on K-Nearest 
Neighbour (KNN), Support Vector Machine (SVM) or Artificial Neural Network (ANN) (Naik and 
Patel, 2017), mentioning the well-known alternatives. KNN is one of the simpler methods, working in 
an unsupervised manner. On the basics, it assign data to the most represented category (Naik and Patel, 
2017). as its name suggests, it represents each k number of clusters based on the weighted average of 
the data, included in the clusters (Chinchuluun et al., 2010). The number of clusters has to be chosen 
manually, resulting in varying result (Kim et al., 2012). SVM classification, on the other hand, uses the 
concept of decision hyperplanes. The linear hyperplanes are determined using the training dataset, which 
is being used to split the dataset. It is capable of linear two-class separation, but it can be extended to 
one or more class separation, non-linear separation, and non-linear regression problems as well. The 
support vectors are the samples, that are located close to the hyperplanes (Shastry et al., 2017). ANN is 
the most commonly used method nowadays, which is a network of interconnected nodes, associated 
with weights that determine the strength of a particular connection (Patrício and Rieder, 2018). We can 
distinguish between supervised, semi-supervised and unsupervised neural learning methods (Khan et 
al., 2018), but in this case, supervised methods are dominant. The structure of the network can be either 
convolutional (CNN) or recurrent (RNN) (Andreas Kamilaris and Prenafeta-Boldú, 2018) to mention 
the main structures, however as in computer vision we are working with matrices, convolutional neural 
networks are typical. A deep learning network is different in a sense, that they are built using multiple, 
interconnected layers. The disadvantage of ANN is that it needs larger dataset and proper labelling in 
order to obtain an applicable training set (A. Kamilaris and Prenafeta-Boldú, 2018). 

1.2 Practical applications 

Computer vision can be used throughout the food chain regardless of the process. Based on 
researches, categories, including weed identification, land cover classification, plant recognition, fruit 
counting and corn type classification were determined (Andreas Kamilaris and Prenafeta-Boldú, 2018), 
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however, other use cases can be examined as well, including grading by colour or external quality 
parameters, ripeness inspection or blemish detection (Bhargava and Bansal, 2018). 

During the production process the most frequent method is to segment the specific object considered 
the required resolution (an object, in case of fruits of animals or an aggregated view of a field in case of 
arable crop production). In the case of detection, apple detection was performed on the tree, based on 
decision tree, KNN and SVM (Marzoa Tanco et al., 2018). In an experiment, various fruits could be 
detected and classified using deep CNN (convolutional neural network) with accuracy more than 82% 
(Sa et al., 2016). In the case of disease detection, research performed an experiment, where diseases of 
papaya could be determined using SVM classification with more than 90% accuracy (Habib et al., 2018). 
Other than classification, we can see examples of prediction, capable of predicting the yield based on 
colour, representing nutrient content (Shidnal et al., 2019). During food processing, sorting is an 
important task for quality management. The detection of defects in apples was determined using C4.5 
classification with an accuracy rate between 73%-93% based on a research (Sofu et al., 2016). The 
defects and ripeness of tomato can also be determined based on ANN, with 1005 and 96,47% accuracy 
accordingly (Arakeri and Lakshmana, 2016). An experiment about dried fig grading explains that 
classification, based on various indexes can be performed with accuracy between 90% and 100% 
(Baigvand et al., 2015). Other research describes that soybeans quality evaluation (including the 
identification of stems, pods and defects) could be performed with accuracy between 75% and 100% 
(Momin et al., 2017). An experiment with K-means clustering for segmentation and multi-class SVM 
for classification shows that apple diseases could be determined with more than 93% accuracy (Dubey 
and Jalal, 2013). It is also possible to build a 3D model to determine length and width, thickness, surface 
area and volume (Su et al., 2017). 

Table 1. Accuracy of the methods 

In traceability, computer vision and QR codes also serve an important role, because it is necessary 
to track data starting from raw products, through food processing, transport, warehousing, to retailing 
and reaching the end consumer (Tarjan et al., 2014). As a consumer, we can also encounter computer 
vision in food recognition (Kawano and Yanai, 2014) and even food recommendation with balanced 
nutrition in mind to maintain a healthy diet (Resende Silva and Cui, 2017). 

1.3 Material and methods 

The experiment has been performed based on open-source libraries, available for Python 
programming language. OpenCV is an open-source library for machine vision and machine learning. 
OpenCV is built to provide a common infrastructure for computer vision-based applications. OpenCV 

Description Processing Classification 
Accuracy 

(%) 
 

Detection and 
classification of apple 
disease 

GLCM 
algorithm 

SVM 93 (Dinesh et al., 2017) 

Mango recognition KNN SVM 92 (Kumari et al., 2019) 

Grape leaf disease 
recognition 

KNN SVM 88,89 (Padol and Yadav, 2016) 

Forest recognition N.a. SVM 87,9 (Pal, 2005) 

Detection of olive 
infection 

Wilks' 
lambda 

PLSDA, SVM 80,85 (Beyaz et al., 2019) 

Tree recognition 
GLCM 
algorithm 

MLP 72-60 (Tou et al., 2007) 

Apple damage 
detection 

I-RELIEF 
algorithm 

RVM 95,63 (Zhang et al., 2015) 
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is an open-source library for computer vision and machine learning. OpenCV Python is a wrapper for 
the original C++ library that can be used with Python. OpenCV is built to provide a common 
infrastructure, with machine vision-based applications and the ability to increase the machine's sensing 
speed, as an important consideration. OpenCV supports some programming languages, namely Python, 
Java, C and C ++. It is true that Python-based programs are usually slower than their C++ alternatives, 
but they also take much less time to develop, since the codes used in Python can be three to five times 
shorter. It is open-source, unlike MATLAB, which specializes in data analysis, exploration, and 
visualization. Based on the mentioned advantages, it proved to be a better alternative in the case of a 
simple experiment. 

The applied methods include pre-processing algorithms (exposure, contrast, gamma and white 
balance correction, scaling, sharpening, colour space conversion), as well as other methods, including 
Sobel filter, Gaussian blur, erosion and dilation. After pre-processing the training set using the 
mentioned methods, the following procedure was the segmentation. In this process, several methods 
were assessed, including adaptive thresholding, binary thresholding, K-means clustering, watershed 
algorithm and Canny edge detection. As an alternative solution, several feature extraction methods were 
assessed as well, including ORB detection (Oriented FAST and Rotated BRIEF), Harris corner detection 
and blob detection. Using the processed training set, size estimation (based on reference data) and 
classification were applied, using CNN (convolutional neural network), which can be applied for the 
whole area of the image as well as for extracted details. 

2. Results and their evaluation 

Figure 1. illustrates the practice test. The attributes and contact information of the captured images 
were loaded into a simple relational database. During the processing step, the obtained results were 
processed using various segmentation methods. 

 

Figure 1. The applied Image Recognition Process (Own-work) 

2.1 Imaging 

The database is formed by 6 tables. In the database there were uploaded the metadata of 304 images, 
making it possible to load the file using ID and name, ensuring the usability in iterative functions. The 
pictures were taken using a mobile device and using a natural light source, pointed from above. The 
mobile has an aperture of f1.7, which greatly influences the image quality as it determines how much 
light the sensor can let in at given shutter speed. It also affects the depth of field, however, considering 
the size of the sensor, the effect is not noticeable. This value cannot be changed on the device being 
used, as it has a fixed aperture. The exposure and white balance are handled phone itself, which is a 
significant disadvantage since it results in inconsistent images. The ISO value was set to 125, high 
enough to work using the ambient light. The focal length is 4.20 mm, which is also a predefined value. 
The shutter speed is at 1/50s as average, which corresponds to daylight condition and indicates the time 
required for the exposure. The image metadata is stored in the database. The path to the image is stored 
here, which can be queried via code into a list, after which the application goes through the list. It also 
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writes the changes made to the image into the database. Each modified image will be given a new ID 
and may have a unique name. 

2.2 Preprocessing 

First of all, we need to standardize the images, and then make image corrections to work easier with 
them. Input images have a resolution of 4032x3024 pixels and contain hundreds of images in the dataset. 
The pictures have been resized in order to reduce the unnecessary details (as a possible source of noise) 
and to determine a standard resolution for all images. During scaling, the aspect ratios were kept despite 
the smaller resolution. By default, the images have red, green, and blue (RGB) colour channels (additive 
colour model). In the input image, a gamma correction was performed to optimize the contrast values. 
The next step was to convert the images to grayscale (12 bit), since the process of image segmentation 
does not handle colours. The colour images are stored in a separate variable in order to perform 
operations on the grayscale image so that the processing methods can be performed on the colour image 
as well, taking the modification into account. At the same time, a blur filter was applied to reduce  further 
details. Of the median blur and Gaussian blur, the latter was our choice after testing both methods, since 
Gaussian uses a technique that assumes that our image is two-dimensional, so it puts the most weight 
on the middle pixels. The results of these are illustrated in Figure 2.  

 

Figure 2. RGB picture grayscale version and Gaussian Blur (Own-work) 

After the Gaussian Blur was performed, there was still a large amount of unnecessary information in 
the picture. This was removed by contour recognition, which identified the earliest next white pixel on 
each side. The image was cut while the background of the apple was 40 pixels larger than the 
background. This reduced the image to a uniform 300x300 pixel. Pre-processing can be performed using 
the Sobel operation, which allows us to recognize the edges of the image both vertically and horizontally. 
A similar operation used for edge detection, including Gabor filtering. The Gabor filter is 
mathematically structured to work with different image shapes, sizes, and applied filters. For example, 
if an image has diagonal edges, the Gabor filter set will only give a strong answer if its direction is the 
same as the edges Prateekvjoshi (2014).  

Figure 3. shows the result for the Sobel operation in the top row, dl/dx detects the edges of the image 
horizontally and dl/dy detects vertically. The second line shows the Gabor filter, where the middle kernel 
image scans the image at a 45-degree angle to get the most detail. 
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Figure 3. Sobel operation and Gabor filter comparison (Own-work) 

The next image processing method, which already plays a role in the segmentation process, is 
thresholding. This will produce a grayscale image and convert it to a binary image, so it will have only 
0 and 1 values. After defining the interval of the intensity range, running the code gives the result shown 
in Figure 4. 

 

Figure 4. Binary and Adaptive treshold comparison (Own-work) 

OpenCV provides various threshold methods. These methods fall into two groups: global, where 
each pixel is placed at the same threshold, and adaptive, where the threshold depends on the pixels, so 
the algorithm assigns its own threshold to each pixel.  

2.3 Postprocessing 

For the first test of the segmentation process, we used the k-means cluster algorithm. At times, the 
colour of pixels can help define semantically close areas. The algorithm only needs to know how many 
clusters there are in an image, in other words how many clusters we want our image to appear (Spizhevoy 
and Rybnikov, 2018). By defining this information, the algorithm will automatically find the best 
clusters shown in Figure 5. 
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Figure 5. K-means algorithm examples based on different clusters (Own-work) 

The figure shows more and more details appear in the images as we progressively increase the 
number of clusters. While in a two-cluster display the image is completely homogeneous, displaying a 
total of three colours, the eight-cluster, image is completely reproduced. This allows us to analyse the 
clusters separately and to classify the separately analysed parts. In segmentation processes, we often 
hear the expression Watershed. We can use the Watershed algorithm when we have initial segmented 
points and want to fill automatically the surrounding areas in the same segmentation class. These initial 
segmented points, called cores, need to be set manually, but in some cases it is possible to automate 
them (Spizhevoy and Rybnikov, 2018). Figure 6 shows the result.  

Figure 6. Watershed algorithm (Own-work) 

The use of the Watershed algorithm became applicable after several attempts. Variable results were 
generated with input images with no background removed. The middle picture shows the outline of the 
segmented apple in 8-bit form, for which we used erosion and dilation, then it was given a specific 
threshold so that the fruit could be separated from the background. After the background has been 
successfully separated by the algorithm, it removes the modifications from the segmented object so that 
we finally get our input image highlighted by its contours (Joe Minichino, 2015). 

One of the apples had a noticeable injury showing cuts at right angles to each other. This gave us the 
opportunity to use Harris's corner detection method. Chris Harris and Mike Stephens developed the 
algorithm in 1988, and let us not only detect corners, but also detect edges. The algorithm is capable of 
recognizing edges and corners and cannot be used for texture recognition. Figure 7. illustrates the input 
image and the result. 

 

Figure 7. Harris's corner detection (Own-work) 
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This algorithm assists in detecting the corners of an image by scanning the image and detecting 
locations with the greatest deviation. Once the algorithm recognizes the corners in the image which can 
be highlighted as shown in the figure (Gollapudi, 2019). The process began by converting the image to 
grayscale, then it is possible to apply Harris edge detection, based on the built-in methods of the library.  

2.4 Classification 

One way to extract properties is to determine and recognize the size of the object. In the following 
test, we tried to determine the size of an apple based on a reference point. The result of this process is 
illustrated in Figure 8. 

 

Figure 8. The process of apple size determination (Own-work) 

The test requires two objects in one image. In this case, we used a 200 HUF coin with a diameter of 
2.8cm or 1.1 inches. To use this method, we also need to know the resolution of the image, which is 
600x450 pixels. After converting it to a grayscale image, the input image is subjected to a variety of 
operations such as erosion, dilation, and Canny edge detection. These play an important role in the 
mapping of contours, as further operations are based on them. Once the contours are created, you need 
to know the size of the coin and enter its value in order to determine the size of the apple in the image. 
Also, it is important that there must be enough space between the reference object and the other object 
(Rosebrock, 2016). The method has a various limitation, mainly due to the perspective way of imaging 
(we cannot be sure how far the object is to the reference point in Z-axis), which can be solved by utilizing 
an alpha channel (using a correspondent sensor and projector), describing the distance from the imaging 
sensor. 

The next step was the classification, which should be done in multiple steps, beginning with the 
object itself (to determine if it’s really is an apple and, in that case, what kind of apple is that), which 
can be followed by classifying features, like the extracted damages. However, due to the requirement of 
the dataset, it was only possible to perform the former analysis. The classification of the apples was 
performed using a basic convolutional neural network. It was important in this experiment to rely on 
basic, predefined settings, thus the form of the activation function and the depth of the model is not 
considered. After 30 epochs, the result was 93.38% based on the test dataset. 
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3. Conclusions 

The main purpose of this article was to present the details of the process and activities of computer 
vision, from image acquisition to processing through an application-specific presentation. As a 
development opportunity, a system concept was compiled. To make our machine vision operations more 
professional and environment-friendly, we recommend using a Raspberry Pi-based system. 

The operating system would be a Debian based, standard Raspbian Linux distribution, with Python 
installed by default. The suggested packages that we need, such as Google Tensorflow and OpenCV, 
can be installed using commands specific to the console (using packet managers). In order to achieve 
correct imaging, diffuse illumination is required for homogeneous lighting. The advised method is to 
use light modifiers with a large surface area (softbox and tripod) to illuminate the object on all sides.  

A further area of study could be the segmentation and classification of injuries and texture, which 
would also enable us to classify apples by quality. It is now possible to create a graphical interface using 
the PyQt graphical framework. PyQt is a cross-platform library for developing GUIs for Python-based 
applications. This allows us to create an entire development environment that contains the necessary 
libraries, packages, and frames. In practice, the user can configure the interface in a widget-like way. 
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