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Abstract

Missing data is an inevitable aspect of every empirical research. Researchers developed several techniques to handle missing
data to avoid information loss and biases. Over the past 50 years, these methods have become more and more efficient and
also more complex. Building on previous review studies, this paper aims to analyze what kind of missing data handling
methods are used among various scientific disciplines. For the analysis, we used nearly 50.000 scientific articles published
between 1999 and 2016. JSTOR provided the data in text format. We utilized a text-mining approach to extract the necessary
information from our corpus. Our results show that the usage of advanced missing data handling methods, such as Multiple
Imputation or Full Information Maximum Likelihood estimation, is steadily growing in the examination period. Additionally,
simpler methods, like listwise and pairwise deletion, are still in widespread use.

Keywords Missing data - Imputation - FastText - Text mining

1 Introduction

Missing data is an immanent part of every empirical research.
Every time a patient drops out of a clinical study or a respon-
dent does not answer a question in a survey; we encounter
missing data. Researchers have developed various techniques
to account for these scenarios to reduce information loss.
Such techniques spread from deletion of missing cases to
complex algorithms that replace missing information with
a predicted value [1-6]. During the past five decades, these
techniques continuously evolved. Despite the improvements,
many research uses more conservative methods such as list-
wise deletion (complete case analysis) or mean imputation.
Numerous types of research suggest that the more advanced
missing data handling techniques, such as multiple impu-
tation, are more flexible and reliable than the older and
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simpler ones [6, 7]. Of course, there are scenarios where
a simple deletion method could perform nearly as well as
a more modern approach [7], but in general, it is recom-
mended to use an advanced technique [2, p. 39]. Our goal
in this study is to identify missing data handling methods
in scientific papers during the period 1999-2016 in order
to examine the usage of advanced missing data handling
methods. Throughout our research, we utilize a text-mining
approach to extract the necessary information from the arti-
cles. The start of our examination period coincides with the
publication of “Statistical Methods in Psychology Journals:
guidelines and explanations” by [8]. This paper discusses the
recommended methodologies for missing data in Psychology
journals and highlights the importance of proper documenta-
tion of data analysis. As [2, p. 39] mentions, several studies
support the insights of [8] on missing data handling prac-
tices and warn about the disadvantages of deletion methods.
Besides Psychology, researchers in other fields preferred
simpler techniques to account for missing data, especially
listwise and pairwise deletion [9-11]. Even though a com-
prehensive survey of missing data handling methods is yet to
be made, there were a considerable amount of reviews about
techniques for handling missing data. Most of the studies
were conducted in the educational, psychological, and medi-
cal research areas, probably because of the discipline-specific
origins of the missing data paradigm and its applications
in survey-type designs [12]. Roth [13] examined randomly

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s41060-024-00582-1&domain=pdf

International Journal of Data Science and Analytics

selected articles from two Psychology journals between 1989
and 1991 and concluded that the usage of deletion methods
is pervasive in these journals. Later studies on various fields
supported the results of [13] [14—17]. [16] reviewed Politi-
cal Science papers in a five-year period between 1993 and
1997 and found similar trends as [13]. Peugh and Enders
[11] compared articles from 1999 and 2003 in Educational
Research and, on the one hand, concluded that the popularity
of deletion methods did not change between 1999 and 2003.
On the other hand, however, they noted that the reporting
of missing data increased significantly: “In 1999, 33.75% of
the studies that we identified as having missing data explic-
itly reported the problem, whereas this number more than
doubled, to 74.24%, in 2003.” [11, p. 30]. Additionally, [18]
also reviewed the practices of handling missing data in this
field between 1998 and 2004. Their findings are consistent
with the conclusions of [11]. In Psychology, [19] found sim-
ilar trends concerning missing data methods between 2000
and 2006. In the Medical Research field between 2001 and
2002, [20] with the analysis of seven cancer journals, and
[21] with the examination of four medical journals found
similar results concerning listwise and pairwise deletion. [9]
reviewed articles from four medical journals in 2013 and
provided a comparison of previous studies that examined
missing data methods. They compared their results with the
findings of [22-24] and [21]. The main conclusion was that
the usage of deletion methods remained unchanged during
the period 1997-2013, but there was a slight increase in the
usage of advanced imputation methods. By and large, studies
from Psychology, Educational Research, Medical Research
show that the usage of deletion methods remained unchanged
during 1989-2013, but the usage of advanced missing data
handling methods increased slightly. This means that more
and more research use an advanced technique when miss-
ing data occurs. To the best of our knowledge, there are no
recent studies discussing missing data handling trends after
2016 [25-27]. Instead of analyzing trends in handling miss-
ing data, most recent literature examines and compares more
advanced imputation methods and machine learning tech-
niques for handling missing data [28, 29]. The cited studies
examined randomly selected papers by manually reviewing
and evaluating them. Most studies analyzed a small set of
documents from a specific scientific field. Studies focus on
many scientific fields, and more extended periods are miss-
ing. Our study aims to fill this research gap by examining
changes in data imputation techniques over an extensive
database, over many years and across several disciplines.
In this study, we train classification models to classify the
articles on a large scale regarding how they handle miss-
ing data. With this machine-learning approach, researchers
could rapidly classify a vast number of papers with still high
reliability. Although this method has a slightly lower accu-
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racy than manual coding, it is perfectly suitable for detecting
trends.
Our main contributions are:

e We identify missing data handling methods in scientific
papers during the period 1999-2016 to examine the usage
of advanced missing data handling methods. We employ
a novel text mining approach for our analysis.

e Our approach is time-efficient and scalable, allowing
us to classify thousands of papers without seeing them,
which saves time and permits us to apply this approach
to an arbitrarily large sample. This is in contrast with
previous research done with random sampling.

e Our analysis provides an interdisciplinary overview of
trends in the usage of missing data handling methods
and may facilitate the application of text mining in future
research in this area.

2 Data collection

Our data were provided by JSTOR’s Data for Research ser-
vice (DfR) [30, 31]. Since we received the data from JSTOR
on 2020.07.20, the service (and platform) went through a
few changes. This means that the way of our data request is
no longer available, but this does not affect our data in any
way. Currently, JSTOR offers a sophisticated text-mining
platform named “Constellate” in order to help researchers
create databases and perform basic text-mining tasks. This
platform was not available at the time of our research; there-
fore, a simple keyword search might give different results
now, mostly because of the extended data sources. The origi-
nal data request and collection procedure was the following.
At first, a search query had to be made with the required
parameters to access the list of articles. This resulted in a
search URL and a search syntax, which can be accessed
in our repository. Our search parameters included the time
interval of publications (1999.01.01.-2016.12.31.)", the key-
words/expressions (“missing data,” “missing observations,”’
“incomplete data,” “imputation”), and language of the arti-
cles (English). In the case of keywords/expressions we had to
specify which keywords/expressions should the corpus and
title of the articles contain. Our request was that the corpus

! The availability of data largely determined the period selected for
our research. When we started this study in 2020, JSTOR’s Data for
Research service was still under development. We decided that our cut-
off year would be 2016 based on the available articles in the database at
that time. The years from 2016 to 2020 had significantly fewer articles
in JSTOR’s database, and including these years with their limited num-
ber of papers could have biased our final results. Since then, JSTOR has
significantly improved its service, including developing the Constellate
platform for text mining. Although we could have requested an addi-
tional batch of data from 2017, it would not have been compatible with
our previous data from 1999 to 2016.
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of articles must contain at least one of the following key-
words/expressions: “missing data,” “missing observations,”’
“incomplete data,” “imputation.” Our research focused on
studies that analyzed empirical data and reflected at least
in some way that there was some missingness in the data.
However, after the keyword-based selection of studies, there
were still some methodological papers in the database that
focused on how missing data should be addressed. We tried
to exclude these papers from the analysis. This filtering
was partly done by deleting papers with any of the fol-
lowing keywords/expressions mentioned in the study title:
“missing data,” “incomplete data,” and “imputation.”) Later,
during preprocessing, we make an extra step to ensure that
only those papers stay in our corpus that could have used
some kind of missing data technique and not about missing
data handling. As a result, we have collected 49.603 arti-
cles with metadata, uni-, bi-, tri-grams, and article content.
The database contained nearly 2000 different journals. These
journals were assigned the highest Q-rank of the journal in
the 2016 SCIMAGO database® and the journal’s SIR (Sci-
entific Journal Rank). We linked the JSTOR and SCIMAGO
databases through the journal names. We were able to assign
Q and SJR values to 67 percent of the articles in the database.

3 Methodology and data preparation

Our research aimed to categorize academic articles based
on their application of missing data handling methods using
complex text mining techniques. To the best of our knowl-
edge, no previous studies have attempted this approach.
Consequently, we had to develop a practical methodological
framework to carry out our analysis. In the following section
we give an overview about this process and highlight the most
important aspects. In order to identify the usage of missing
data handling methods we had to make a proper corpus to
work with. Although the data we have gathered from JSTOR
is filtered by the predefined keywords, it does not guarantee
that only those articles get into our analysis that are eligible
for our research. We had to make sure that only those papers
are present in our corpus which use missing data handling
methods, and are not about missing data handling methods.
After defining our corpus, we performed several classifica-
tions to distinguish between various missing data handling
techniques. Overall, our approach consisted of three main
levels regarding classification (see Fig. 1). On the first level,
we separated the papers according to their relation to missing
data handling methods: If a given article was about missing
data handling methods, then it was classified as “1”” and was
removed from the analysis. Otherwise, we kept the article

2 https://www.scimagojr.com/journalrank.php?openaccess=true&year
=2016.

in our corpus. The second level was destined to separate the
usage of imputation methods from other techniques such as
deletion, and from those cases where no technique was used.
Accordingly, if an article used any type of imputation tech-
nique (multiple imputation, regression imputation, etc.), then
it was classified as “1,” otherwise “0.” The third and the last
level was divided into two parts. On the one hand, we checked
whether a paper—that was classified into the “imputation”
category on the previous level—used an advanced imputation
method or not. On the other hand, if a paper did not use any
imputation technique—according to the second level—then
we checked if it has used any deletion method or not. Before
heading toward the description of the preprocessing and clas-
sification, we must clarify what we mean by “imputation,”
“advanced imputation,” and “deletion.” The importance of
this clarification lies in the fact that we had to have a solid
definition of each method to be able to label our training set
correctly. We heavily relied on the taxonomy of [5] since it
gives a comprehensive overview of the techniques. Based on
this paper, we have treated any form of substitution, replace-
ment, and imputation as “imputation.” For example, “mean
substitution,” “hot/cold-deck imputation,” and “regression
imputation” were treated as “imputation.” The ‘“advanced
imputation” methods were the “full information maximum
likelihood estimation” (FIML) and all variants of “multi-
ple imputation” (MI). The definition of “deletion” is quite
straightforward: every technique that includes the deletion
of cases/observations, such as listwise/pairwise deletion.

4 Preprocess

To be able to extract the necessary information from the arti-
cles, we had to clean the text from meaningless symbols and
noises, since the body of each article contained, for example,
IATEX markups, numbers, and Optical Character Recogni-
tion (OCR) errors. To remove IATEX markups and to collect
additional keyword lists and functions, we have created a
small auxiliary package called jprep. All preprocessing and
cleaning script can be accessed on GitHub. Every part of
the preprocessing was conducted in R, and we used Python
for the classification models. We would like to emphasize
some of the preprocessing steps because they have signifi-
cant impact on the results. As a general preprocessing step,
we have removed stopwords from our corpus. The standard
English stopword list provided by the tm package includes
words such as “were,” “not,” and “at” [32]. However, these
words were crucial for our analysis, as they appear in impor-
tant expressions related to missing data, such as “data were
missing,” “missing at random,” and “observations were dis-
carded.” In order to prevent any loss of information and
ensure accurate analysis of our corpus, it was necessary
to retain these words and exclude them from our stopword
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list. The next crucial preprocessing step was to remove long
texts from the corpus. One would assume that since we are
querying only articles, there are no outliers in terms of arti-
cle length. Unfortunately, there were several documents that
got into our query which were not articles. After examining
the distribution of the number of tokens in the corpus, we
have chosen a reasonable threshold (20000 tokens, which is
equivalent to about 30-33 pages) for cutting the “tail” of our
distribution to remove outliers (407 articles). Another step
concerning the length of the documents was the removal of
references and bibliography. These sections were unneces-
sary for our analysis and most likely would have biased the
classification results. If an article used some kind of missing
data technique, then probably referenced it afterward. This
means that we would have missing data-related keywords
outside the main contents. As we will discuss shortly, our
models used a small piece of information from the article
bodies, therefore an additional noise—such as the detailed
references of other papers—could have shifted the focus of
the classifier. As an example, let us suppose that an article
mentions only once the EM-Algorithm in the body and cites
one of the works of Little and Rubin. In the body, the clas-
sifier identifies the context in which the “EM-Algorithm” is
mentioned, but since the respective paper is referenced at
the end of the article, the classifier gets a further, unneces-
sary context. Instead of one meaningful context, we end up
with two, from which one is absolutely useless. Lastly, we
have applied another technique to boost our classification
accuracy by further trimming the content of the documents.
We “snipped out” the context of some predefined keywords>
from each document in order to focus only the key parts
of texts. During qualitative examination of some randomly
selected papers we have seen that only a small fraction of the
body of a paper deals with or even mentions the missing data
handling method. So trimming down the papers only discards
unnecessary noise from the texts—what we do not need for
our classification task. For the sake of example, let us assume
that there is an article about a clinical experiment where the
researchers have decided to remove some observations due
to their ineligibility and documented their decision with the
statement “[...] 12 cases were deleted from the analysis due
to missingness.”. This is the only part of the article that would
contain information about the missing data handling method,
but this sentence is only a small piece of text compared to the
whole paper. In order to identify the missing data handling
method, our model should be able to correctly classify this
article based on one sentence. To bypass this difficulty, we
snip out the context around “missingness” and discard the
remaining part of the article. As our results showed, using
a small but meaningful fraction of each paper not only pro-

2 LENTSS LEITSS

missing,” “imput,” “impute,
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3 The keywords were: “miss, imputa-
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tion,” “imputed,” “imputing”
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duced better classification performance, but it decreased the
time required to train our models.

5 Classification

Because of the nature of our analyzed corpus, it was quite
hard to find a classification model that can handle our spe-
cial setup. The aim of the classification was to separate papers
based on minimal information which—among other things—
consisted of rare words. To train a supervised model, we
had to make labeled training sets for each level of classifica-
tion (see Table 1 and Fig. 1). Therefore, we hand-coded 200
papers in each level according to the respective goal and then
trained a model with these training sets. The papers for anno-
tation were randomly selected from the corpus. At the end
of the annotation, we had 4 x 200 = 800 labeled papers for
each level of classification. Our very first attempt was to use
popular supervised models such as Support Vector Machine
(SVM), Kernel Logistic Regression (KLR), or Naive Bayes
(NB). All of these models have failed, most likely because of
the small and imbalanced (10-90 ratio) training samples and
unusual classification task. After these models, we tried sev-
eral semi-supervised models [33-36] in order to utilize the
unlabeled cases. It was a small step forward in terms of classi-
fication performance, but far from ideal. Not only the training
times were extremely long, but the accuracy of the semi-
supervised models was not that much improvement that we
anticipated. Furthermore, the implementation of the models
made it tedious to use them effectively. All the aforemen-
tioned supervised and semi-supervised models used GloVe
embeddings [37] for classification, so we assumed that it may
have some effect on the performance of the models. Based
on this assumption, we changed to an all-in-one FastText
model [38]. FastText is not only extremely efficient and fast,
but it has a huge advantage over traditional word-embedding
models, since it handles out-of-vocabulary and rare words
better [39]. Like GloVe, most embedding techniques create
a word vector for each word in the training corpus, hence
ignoring the morphological details. FastText, on the contrary,
uses character-level vectorization, i.e., creates character n-
grams. These character n-grams are then added together to
represent the respective word. For example, GloVe gives a
5-dimensional vector representation* for the word “imputa-
tion” such as [0.34, 0.8, —0.12, —0.45, 0.77]. FastText, on
the other hand, creates the word vector as the sum of the
following character n—gramss: < im, imp, mpu, put, uta, tat,
ati, tio, ion, on >. This way, even if “imputation” is not in
the model’s training corpus, the character n-grams are. Fast-
Text’s main advantage in our research is its character n-gram

4 The numbers are arbitrary.
3 If we take n=3.
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Table1 Performance of FastText classification models by classification
levels

Level Fl-score Recall Specificity MCC
1 0.98 0.98 0.75 0.73
2 0.94 0.93 0.67 0.57
3.1 0.88 0.88 0.81 0.69
32 0.95 091 0.42 0.61

Levels: 1—About missing data or not, 2—Imputation or not, 3.1—
Advanced Imputation or not, 3.2—Deletion or not

Level 1 About missing | Yes |Discard from
data handling? population
No
Level 2 -
Imputation?
Yes No
Level 3 Advanced Deletion?
Imputation? eletion:
Yes No Yes No
Advanced Other/ . Other/
: Deletion
Imputation Undefined Undefined

Fig. 1 Levels and stages of classification. The classification level cor-
responding to Table 1 is indicated on the left side

approach. We found many OCR errors in the article bod-
ies. The FastText model handled these errors better than the
GloVe embeddings.

Before discussing the results of our analysis, we briefly
present the performance of the classification models at each
level. As we have mentioned, we used FastText models in
all levels. To measure performance, we used the F1-score,
Recall, Specificity, and MCC (Matthews Correlation Coeffi-
cient) metrics. It may seem unnecessary to present all of these
metrics in order to assess the performance, but our imbal-
anced training set requires us to consider a more in-depth
evaluation.

As we can see from Table 1, the “easiest” task was to
decide whether an article was about missing data handling
methods or not (Level 1). This coincides with our intuition:
If an article discusses missing data handling methods, then
it includes a lot of sentences which contain keywords like
“imputation” or “missing data.” It gives the model more
information to identify and distinguish these articles from
others. On Level 2, however, we can see that despite the
high F1-score and Recall values, the Specificity dropped to
0.67. It means that it was more difficult for the model in this

level to find the articles that used imputation. If we recall our
preprocessing steps again, we can conclude that the several
meanings of the word “imputation” might affect the per-
formance. Level 3.1 was quite consistent: Our model could
safely identify if an article used advanced imputation or not.
On the contrary, on Level 3.2 the model had more trouble
finding the papers that used some kind of deletion tech-
nique. This result is consistent with the observation of [11],
namely that researchers tend to omit the reporting of dele-
tion in their papers. Peugh and Enders [11] says, moreover,
that sometimes only the tables or degrees of freedoms imply
that some cases were deleted from the database. Of course,
our models are not able to identify such subtle details. To
further verify the performance of our models, we conducted
a small-scale qualitative evaluation. For this evaluation, we
selected 50 papers for each of the three missing data handling
methods: imputation, advanced imputation, and deletion.
Within each group of 50 papers, we divided them evenly
into 25 positive samples (where the respective missing data
handling method was used) and 25 negative samples. We
then manually reviewed each paper and assigned a class
label accordingly. For identifying imputation, the qualita-
tive assessment showed slightly weaker performance (recall:
0.72, Specificity: 0.63). The biggest challenge for our models
was distinguishing between the various meanings of “impu-
tation.” This issue was particularly prevalent in Economic
papers. As a result, the model designed to detect imputation
methods made mistakes due to this ambiguity. For identifying
advanced imputation, the qualitative assessment score was
close to the model result, and it showed good performance
(recall: 0.81, Specificity 0.72), and for deletion, the quali-
tative assessment result was even higher than what we got
as the output of machine learning classification (recall: 0.92,
Specificity 0.76) Overall, the qualitative evaluation showed
that the automatic classification was highly accurate.

6 Corpus description

As a result of the first classification level (about missing
data or not), we discarded 1243 papers from our initial cor-
pus (after removing outliers, the corpus consisted of 49.196
papers). The interpretation of imputation is problematic
sometimes because of the polysemantic nature of the words
“imputation” and “impute.” Besides the statistical meaning
of “imputation,” as per the Cambridge dictionary [40],° it has
the following meaning: “a suggestion that someone is guilty
of something or has a particular bad quality.” This defini-
tion implies that in certain disciplines a bias could occur.
Indeed, the discipline categories “Criminology & Law” and

6 https://dictionary.cambridge.org/us/dictionary/english/imputation
(last accessed 2023.05.28.)
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Political Science

Health Scienc
Biological Sciences lences

Public Policy & Administration
Business & Economics
Environmental Science 3.0%

Other

Psychology & Education
Social Sciences

Science & Mathematics

Fig.2 The distribution of scientific disciplines in our corpus

“Humanities & Arts” presented high relative frequency of
imputation, but low frequency of other missing data handling
method. For this reason, we decided to exclude all papers
from these two discipline categories from our analysis (2464
papers). Therefore, our actual working corpus consisted of
45.489 articles. We have divided the articles into 12 major
discipline categories based on the journal and scientific dis-
cipline information from their metadata. The majority of the
papers are from Biological Sciences (20.2%), Business &
Economics (18.7%), Social Sciences (17.0%), and Health
Sciences (12.0%). As we have mentioned before, previous
research on missing data handling methods focused mainly
on Social- and Educational Sciences; therefore, our research
may provide a more widespread perception of the applied
missing data techniques. There is a caveat, however, since we
do not know exactly which paper used empirical data during
their respective research. This is a major difference between
ours and the previous studies’ approach. Accordingly, we
need to assume that there are studies in our corpus that used
some kind of empirical data and that our model can identify
them. Of course, it is not a plausible assumption in the case
of for example Humanities & Arts. One must keep in mind
that the distribution of disciplines we show in Fig.2 is only
a description of scientific disciplines in our initial corpus.
It does not carry any information about the distribution of
missing data handling methods among these academic fields
in general. Our results about missing data handling methods
cannot be generalized to the full set of articles since we do
not know the exact distribution of them.

The time interval of our study was from 1999.01.01. to
2016.12.31. This means that only those articles could get
into our corpus that were published in this period. Figure 3
shows the number of papers by publication years in our cor-
pus. There were 22 articles where no publication year was
documented.
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7 Results

In the first sub-section of the results, we present the tempo-
ral trends in how missing data was handled in the selected
papers. In the following sub-section, we analyze the variation
in missing data handling techniques by disciplines. The last
subsection presents the independent and joint effect of pub-
lication year and discipline with binomial logistic regression
models. We also analyze how the journal’s quality correlates
with the ratio of the imputation method used.

7.1 Missing data handling methods by year

Overall, the three main categories of our classification were
imputation, advanced imputation, and deletion. We focus pri-
marily on advanced imputation, but we also highlight some
critical trends from the other two categories. Figure 4 displays
the change in the usage of missing data handling methods
over years. Since the amount of articles differs year by year,
we did not use the raw frequencies. Instead, we made relative
frequencies for missing data handling methods in each year
(and later, in each discipline). There is a significant increas-
ing trend in the case of imputation and advanced imputation.
The usage’ of advanced imputation methods grew from 2.4%
to almost 10% over the years. It even surpassed the relative
frequency of deletion methods. The turning point between
these two techniques was the period 2009-2011. The change
in the usage of imputation methods is similar to the trend of
advanced imputation. From 10.3%, it almost reaches 19% at

7 We do not know whether a missing data handling method was actually
used—one of the limitations of text mining.
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Fig. 4 Usage of missing data handling methods by year (1999-2016)
with bootstrap error. The vertical axis shows the percentage of papers
that used the respective missing data handling methods in a given year

the end of the interval. The usage of deletion methods is stag-
nating with a little fluctuation over the period. It constantly
stays between 5.8% and 8.1%.

There are several factors that could have influenced the
usage of advanced missing data handling techniques over the
years. Maybe the most straightforward to assume would be
the spread of modern statistical software, packages, and other
analytic tools. As the software used in data analysis became
more advanced, more missing data handling options were
implemented. For example, in the case of the R programming
language, the packages MICE and Amelia offer sophisticated
and easily applicable methods to deal with missing data [41—
43]. This claim is further supported by the observation of
[43, p. 83]: “Both reviews [referring to the articles of [20]
and [44]—note by K.B.] indicate that there is a consid-
erable gap between statistical methodologies and methods
that are commonly used in practice. Flexible comprehen-
sive implementations of these methods may spur their use.”
Our findings imply that advancements in implementations of
missing data handling techniques may have increased their
usage.

7.2 Missing data handling methods by disciplines

Significant differences existed between the disciplines in the
missing data management techniques and whether an impu-
tation solution was even mentioned (see Fig. 5). In both
Environmental Science and Biological Sciences, there was
notably low mention of data imputation techniques. In most
fields, simple imputation was the most common method over
the whole period, with deletion not being the leading solu-
tion in any field. There were also significant differences
between the use of simple and advanced imputation. In Busi-
ness and Economics, the proportion of simple imputation
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Fig. 5 Usage of missing data handling methods per scientific disci-
plines with bootstrap error bar
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Fig.6 Predicted average marginal effect (AME) of year and disciplines
based on binomial logistic regression model

was relatively high, but there were hardly any studies using
advanced imputation. In contrast, in Political Science and
Health Sciences, the rate of advanced imputation exceeded
that of simple imputation over the whole period, and in Psy-
chology and Education, the difference in favor of advanced
imputation was markedly significant. This is perhaps not
a surprising result because, as mentioned in the introduc-
tory chapter, these three fields are the ones from which most
methodological studies on data imputation have been carried
out.

7.3 Logistic models

To better understand the effect of publication year and disci-
plines on the use of imputation methods, we fit two binomial
logistic regression models on our data: one where the out-
come variable was whether there was an imputation or not;
and one where the outcome variable was whether there was an
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Fig.7 Predicted marginal
probabilities of imputation level

Imputation

Political Science

Social Sciences Business and Economics

Biological Sciences:

Science and Mathematics

per disciplines and year based
on binomial logistic regression
model

Public Policy and Administration

Psychology and Education Health Sciences Other

/

/

005

2010

2015 2000 2005 2010 2005 2010 2015

Publication year

2015 2000 2005 2010 2015 2000

Social Sciences

Business and Economics Biological Sciences Science and Mathematics

Ty
[

Public Policy and Administration

Psychology and Education Health Sciences Other

z
3
E]
] 0.0
= Environmental Science
g
2
8
& 03
0.2
0.14
A ————
0.04
2000 2005 2010 2015 2000 2
Fig.8 Predicted marginal Advanced Imputation
probabilities of advanced Poliical Science
imputation level per disciplines
and year based on binomial 55
logistic regression model
0.50
0.25
2
3
8
°
= Environmental Science
g
o
o
a
0.75
0.50
025 /

/

2000 2005 2010 2015 2000

advanced imputation or not®. For explanatory variables, we
used publication year and discipline category. In the case of
discipline category, we used political science as the reference
category. We extended the base models with the interaction

8 This paper mainly focuses on imputation and advanced imputation,
so we did not include the regression models on deletion methods in this
sub-section. Model results about deletion methods are available in the
supplementary section of the paper.
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of time and discipline category to explore whether we find
differences in the temporal variation of imputation in dif-
ferent disciplines. We plot the marginal effects of the base
models and the predicted probability per year and discipline
based on the interactions. Figure 6 shows the predicted aver-
age marginal effect (AME) of the year and disciplines based
on the binomial logistic regression model. A positive AME
value in the figures means that as the variable increases, the
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Fig. 9 Predicted marginal probabilities of imputation and advanced
imputation level per SJR value based on binomial logistic regression
model

probability that imputation or advanced imputation was used
increases. Since the disciplines are measured on a 0/1 scale,
AME values can be interpreted as effect sizes in their case;
the higher the absolute value, the greater the deviation from
the reference variable, which in our case were the “political
science” papers. If the confidence interval of an AME value
“falls within” the dotted line (zero value), then the effect
of that variable is not significantly different from zero. Fig-
ures 7 and 8 show the predicted marginal probabilities of the
dependent variables per discipline and year.

We start the analysis with the imputation part of the
regression (see left side of Fig.6). The time variable was
significant with a positive value, which confirms the univari-
ate approach; there was a significant temporal increase in
the use of imputation method. Political Science and Social
Science papers used most frequently imputation methods.
On the other side of the scale, we could find Biological
and Environmental Sciences. The interaction presents the
different temporal pattern of imputation trends across dis-
ciplines (Fig. 7). The figure shows how the imputation ratio
has changed over time by discipline. Predicted probability
indicates the percentage of papers that used data imputation
techniques based on regression models. In political science,
for example, the imputation rate has risen from around 40
percent to nearly 75 percent. It is worth comparing this field

AME

Fig. 10 Predicted average marginal effect (AME) of year and disci-
plines on deletion based on binomial logistic regression model

with other disciplines. The same increasing trend could be
observed for Social Science and Psychology and Education.
Compared to these fields, Biological and Health Science had
a steeper increase in the use of imputation although Bio-
logical Sciences started from a very low value. Business and
Economics and Science and Mathematics differed negatively
from the increasing trend. For the latter based on the marginal
predications we could observe a decrease in the use of impu-
tation.

The second regression analyzes the factors behind the vari-
ance of advanced imputation level (right side of Fig. 6). Here,
we can observe a positive trend value, as expected, so year by
year, the advanced imputation was more and more popular.
Our results also mean that advanced imputation usage was
increased within imputation. However, we can observe high
differences between the disciplines. We also used “politi-
cal science” studies as a reference category in this model.
In the Business and Economics, Biological Science, and
Environmental Science domains, the use of advanced impu-
tation methods was significantly lower than in the reference
category, while in Psychology and Education, the model esti-
mated a higher value than in the political science domain.
The interaction terms reveal the temporal differences behind
the spreading of advanced imputation (see Fig. 8). Psychol-
ogy, Education, and Health Sciences had the most intense
increase in advanced imputation compared to the other disci-
plines. Political and social science papers have also recently
used advanced imputation techniques more frequently. On
the other hand, we could observe a decline in these tech-
niques in Science, Mathematics, and Biological Science.

In the final step of the analysis, we investigated whether
higher academy-ranked papers are more likely to use imputa-
tion techniques. Two logistic regression models were fitted.
In the first model, the dependent variable was whether impu-
tation was used in the analysis, and advanced imputation
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techniques were used in the second. As in the previous model,
the independent variables were the year of publication and
field of science, supplemented by the 2016 SJR of the papers.
In Fig. 9, we have highlighted from the models how the SJR
value is related to the probability of using imputation and
advanced imputation solution (“predicted probability”). In
the context of more general imputation, the SJR value had
a weak (p = 0.02) positive effect (top part of the figure).
Papers in journals with higher SJR had a slightly higher prob-
ability of using imputation. The difference between low- and
high-ranked papers was much more pronounced for advanced
imputation (lower part of the figure). Advanced imputation
methods were more than 20 percent more likely to occur
in high (SJR>15) papers than in low (SJR=0) papers. The
analysis of the Q value of the journals also confirms this vast
difference between low- and high-ranked journals. Advanced
imputation was used in seven percent of the studies published
in Q4 journals, 18 percent in Q3 papers, 33 percent in Q2,
and 48 percent in Q1 journals.

8 Discussion

The aim of our study was to identify the trends in the usage
of missing data handling methods within various scientific
disciplines from 1999 to 2016. Missing data is a pivotal
element of many empirical research since gathering all the
data we originally intended is practically impossible. This
immanent information loss problem helped missing data han-
dling methods emerge and evolve. During the past 50 years,
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more and more techniques have been developed for assessing
missing data. Our results show that the usage of imputa-
tion and advanced imputation methods increased during the
period 1999-2016. One plausible argument to explain this
increase is that the documentation of missing data handling
methods improved; therefore, it is much more easier to find
them in the papers. We think this claim could be one of the
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possible causes. The evolution and implementation of these
techniques could have boosted their application. More and
more statistical software implements complex missing data
handling methods which makes these techniques more acces-
sible for researchers. Furthermore, the growing tendency of
item non-response in survey-type data collection [45] could
also facilitate the usage of missing data handling methods.
As mentioned above, it is also obvious that the type of data
researchers analyze differs through disciplines. It is not evi-
dent that missingness appears at the same level. In Political
Science and Social Science surveys are the main quantitative
methods, and surveys always contain some level of missing
data. From this point of view, it is not surprising that imputa-
tion is the most common in these fields. In disciplines where
survey data is used, there will be more problems with missing
data, so these disciplines have to use imputation more fre-
quently. But we must highlight that we only include papers
in this analysis where missing or incomplete data is men-
tioned. So, we could assume that this disciplinary difference
is lower in our sample than in the scientific field. And when
we find imputation, we could expect less disciplinary dif-
ferences between advanced and not advanced techniques.
Our result did not support this expectation. The disciplinary
difference was huge, and we could also observe small differ-
ences between Political and Social Science, where the type
of data sources is quite similar. But it is not just the disci-
pline that matters; it is also the journal in which the paper
is published. Journals with a higher academic output have
a much higher proportion of advanced imputation solutions,
which may indicate the higher demands that better journals
place on authors. It is also important to evaluate our study
from a methodological point of view. In contrast to previous
research on this topic, we utilized a text-mining approach
to extract the necessary information from the articles. This
new methodology, however, comes with some advantages
and disadvantages. On the one hand, it allows us to work
with a much larger corpus than the previous studies. The
actual analysis of the articles is less human resource inten-
sive, and the whole research is very scalable: It does not
matter whether we work with ten thousand papers or with one
million—the increase in computational time will be negligi-
ble. Additionally, with a larger corpus, we are able to make
comparisons of missing data handling methods among vari-
ous disciplines and long time periods. On the other hand, text
mining makes us researchers more distant from the papers.
Since we have not seen each paper’s contents, we can never
be sure if a paper used a missing data handling method or only
mentioned it—we need to trust the classification. Identifying
the used methods was a problem even in previous studies:
Often researchers neglected the appropriate documentation
of methods they used to handle missing data. And if a human
cannot decide whether there was any missing data handling,
then how could a classification algorithm. For example, there

were several instances, where the authors did not mention
which kind of technique they used to handle missing data
in their research; only the difference of the samples sizes
in the models implied that a deletion technique was used
[11]. Clearly, an algorithm is not able to notice such subtle
detail, but a human can. All in all, this approach inevitably
results in some kind of information loss and the underestima-
tion of imputation usage. Overall, the qualitative evaluation
of the machine learning models showed that the automatic
classification was highly accurate. We used a limited num-
ber of keywords to detect those papers where missingness
could be an issue. Our keyword choice might underrepre-
sent some disciplines, where different phrases are also used
to describe non-response (like item-non-response in social
science). And there are also differences in data-generating
processes between fields. Missingness is usually higher in
surveys than in experimental designs. But our analysis could
well present the temporal trends of applying imputation and
advanced imputation within a field. For comprehensive stud-
ies of a similar nature, it may be worthwhile to start the
evaluation one step earlier and first identify whether empir-
ical (quantitative) data were used in the article and examine
the proportion of these articles that used data. This distinc-
tion may point to further disciplinary differences. It may also
be worthwhile to try models that do not estimate the type of
study in separate steps but perform the entire categorization
in one step. In our tests, this approach has been less effec-
tive. Still, with the development of prediction models and
the advance of Large Language Models (LLM), conducting
methodological tests along these lines may be worthwhile.
However, these classifications are complicated because only
the part dealing with imputation is usually very short com-
pared to the entire length of the studies. This difficulty is why
we used a data reduction approach in the papers to focus the
attention of the models on the relevant texts. This approach
may be helpful for other research on similar classification
problems.

9 Conclusion

Based on our results, we can state that not only is the data type
essential, but disciplines have their methodological canon,
which strongly affects how scholars in different fields han-
dle the missing data problem. It is hard to tell anything about
general trends in how science deals with missing data. But we
can see trends per discipline, most of which are linear. Papers
in high-impact journals are the ones that apply the most
advanced methodology in the field. And it seems top scholars
in some fields have started to apply advanced multiple impu-
tation techniques more and more frequently. Open science
and strict pre-registration of studies might also boost this
trend shortly. So, we can predict a further increase in using
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(advanced) imputation techniques. Our paper also shows how
Natural Language Processing (NLP) methods could be used
to answer research questions on a large scale. The classifi-
cation efficiency of NLP methods grows rapidly. This paper
used a FastText approach, a state-of-the-art solution when we
started this project. But transformer-based NLP models (like
BERT or GPT) would offer even higher efficiency in these
tasks. These models could solve many issues efficiently and
be used for tasks we solved in this paper. These new tools
could pave the road for future research in this field.

Appendix A: Supplementary

See Figs. 10, 11, and 12.
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