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Introduction
Our aim is to study the probable structuro of a random graph I, y
which has n given labelled vertices P,, P,, ..., P, and N edges; we suppose
that these N edges are chosen at random among the {)’ possible edges,
n] E
so that all N

if G, n denotes any one of the C, y graphs formed from 7 given labelled points
and having N edges, the probability that the random graph I', n is identical

) = (', n possible choices are supposed to be equiprobable. Thus

with @, y is 52 . If 4 is a property which a graph may or may not possess,
n,N :
we denote by P,y (4) the probability that the random graph I, y possesses

) = ABR e 4,  denotes the

the property A4, i. e. we put P, (4
n,N
number of those G, 5 which have the property A.
An other equlvalent formulation is the following: Let us suppose that

n labelled vertices Py, P,, ..., P, are given. Let us choose at random an edge

among the possible edges, so that all these edges are equiprobable. After

this let us choose an other edge among the remaining Z’ — 1 edges, and

continue this process so that if already % edges are fixed, any of the remaining

(:] — k edges have equal probabilities to be chosen as the next one. We shall

study the ’evolution” of such a random graph if N is increased. In this investi-
gation we endeavour to find what is the typical” structure at a given stage
of evolution (i. e. if V is equal, or asymptotically equal, to a given function
N(n) of n). By a "typical”’ structure we mean such a structure the probability
of which tends to 1 if » —> 4 e when N = N(n). If 4 is such a property
that lim P, n¢)(4) =1, we shall say that ,almost all” graphs G, n¢,

n—-+4 o
possess this property.

i L7

2 A Matematikai Kutaté Intézet Kozleményei V. A/1—2.
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The study of the evolution of graphs leads to rather surprising results.
For a number of fundamental structural properties 4 there exists a function
A(n) tending monotonically to + o for n— -+ oo such that

[ 0 if lim *1@ —i()
n—-+w A(n)
(1) liln Pn,N(n)(A) = V
e 1 lim S e
n—-+o A(n)

If such a function A(n) exists we shall call it a “threshold function” of the
property A. '

In many cases besides (1) it is also true that there exists a probability
distribution function F(x) so that if 0 < # < + oo and 2 is a point of conti-
nuity of F(x) then

(2) lim Pn N(n)(A): F(x) if lim N(n)
neto noto A(n)

If (2) holds we shall say that A(n) is a ,,reqular threshold function’ for the
property A and call the function F(x) the threshold distribution function of the
property A.

For certain properties 4 there exist two functions A4,(n) and Ay(n)

both tending monotonically to 4o for n—co, - satisfying lim jzgn) -
n-+w n)
such that L
0. if lim N(n) — A,(n) ko
. n—-+ A2(n)
@) lim P, () — N
L O TR R . O
Nl A4,(n)

Clearly (3) implies that

IO if limsup‘\(nrr)r<1

: e & A1(n)
(4) lim P, ny(4) =
o l 1 af . liniinf M =1 |
Il =t Al(n)

If (3) holds we call the pair (4,(n), 45(n)) a pair of “sharp threshold”-functions
of the property A. It follows from (4) that if (4,(n), Ay(n)) is a pair of sharp
threshold functions for the property A then A4,(n) is an (ordinary) threshold
function for the property A4 and the threshold distribution function figuring
in (2) is the degenerated distribution function

{0 tor =1

H (x
1) {1 for z>1
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and convergence in (2) takes place for every # == 1. In some cases besides
(3) it is also true that there exists a probability distribution function G(y)
defined for —eo < y < - oo such that if y is a point of continuity of G(y) then

(5) TN R R S N ol (R
i Aot Ay(n)

If (5) holds we shall say that we have a regular sharp threshold and shall call
G(y) the sharp-threshold distribution function of the property A.

One of our chief aims will be to determine the threshold respectively
sharp threshold functions, and the corresponding distribution functions for
the most obvious structural properties, e. g. the presence in I, y of subgraphs
of a given type (trees, cycles of given order, complete Subgraphs ete.) further
for certain global properties of the graph (connectedness, total number of
connected components, etc.).

In a previous paper [7] we have considered a special problem of this
type; we have shown that denoting by C the property that the graph is con-

nected, the pair C)(n) :%nlog n, Cy(n) =mn is a pair of strong threshold

functions for the property C, and the corresponding sharp-threshold distri-
bution function is e~¢7*; thus we have proved! that putting

N(n) = l) nlog n 4+ yn+ o(n) we have

(6) hm PnN(n)(C) =e " (—oo<y< -+ o).

n—»-+o

In the present paper we consider the evolution of a random graph in a
more systematic manner and try to describe the gradual development and
step-by-step unravelling of the complex structure of the graph I, y when
N increases while n is a given large number.

We succeeded in revealing the emergence of certain structural properties
of I', n. However a great deal remains to be done in this field. We shall call in
§ 10. the attention of the reader to certain unsolved problems. It seems to us
further thatit would be worth while to consider besides graphs also more
complex structures from the same point of view, i. e. to investigate the laws
governing their evolution in a similar spirit. This may be interesting not only
from a purely mathematical point of view. In fact, the evolution of graphs
may be considered as a rather simplified model of the evolution of certain
communication nets (railway, road or electric network systems, ete.) of a country
or some other unit. (Of course, if one aims at describing such a real situation,
one should replace the hypothesis of equiprobability of all connections by
some more realistic hypothesis.) It seems plausible that by considering the
random growth of more complicated structures (e. g. structures consisting
of different sorts of ”points’” and connections of different types) one could
obtain fairly reasonable models of more complex real growth processes (e. g.

1 Partial result on this problem has been obtained already in 1939 by P. Ernss
and H. WHITNEY but their results have not been published.

2%
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the growth of a complex communication net consisting of different types of
connections, and even of organic structures of living matter, ete.).

§§ 1—3. contain the discussion of the presence of certain components
in a random graph, while §§ 4—9. investigate certain global properties of a
random graph. Most of our investigations deal with the case when N(n) ~ ¢n
with ¢ > 0. In fact our results give a clear picture of the evolution of I, .

N(n)

when ¢ e (which plays in a certain sense the role of time) increases.
In § 10. we make some further remarks and mention some unsolved problems.

Our investigation belongs to the combinatorical theory of graphs,
which has a fairly large literature. The first who enumerated the number
of possible graphs with a given structure was A. Cayrey [1]. Next the impor-
tant paper [2] of G. PéLya has to be mentioned, the starting point of which
were some chemical problems. Among more recent results we mention the
papers of G. E. Unrexseck and G. W. Forp [5] and E. N. GiLBerr [6].
A fairly complete bibliography will be given in a paper of F. Harary [8].
In these papers the probabilistic point of view was not explicitly emphasized.
This has been done in the paper [9] of one of the authors, but the aim of the
probabilistic treatment was there different: the existence of certain types
of graphs has been shown by proving that their probability is positive. Random
trees have been considered in [14].

In a recent paper [10] T. L. AvustiN, R. E. Facex, W. F. PENNEY and
J. Riorpan deal with random graphs from a point of view similar to ours.
The difference between the definition of a random graph in [10] and in the
present paper consists in that in [10] it is admitted that two points should
be connected by more than one edge (“'parallel” edges). Thus in [10] it is
supposed that after a certain number of edges have already been selected,

the next edge to be selected may be any of the possible ( : edges between

the n given points (including the edges already selected). Let us denote such
a random graph by I'% . The difference between the probable properties
of I,y resp. I'*% \ are in most (but not in all) cases negligible. The correspond-
ing probabilities are in general (if the number N of edges is not too large)
asymptotically equal. There is a third possible point of view which is in most
cases almost equivalent with these two; we may suppose that for each pair
of n given points it is determined by a chance process whether the edge
connecting the two points should be selected or not, the probability for select-
ing any given edge being equal to the same number p > 0, and the decisions
concerning the different edges being completely independent. In this case of
course the number of edges is a random variable, having the expectation

[Z’ p; thus if we want to obtain by this method a random graph having in
VA

the mean NV edges we have to choose the value of p equal to % We shall
p)

denote such a random graph by I'#%. In many (though not all) of the problems
treated in the present paper it does not cause any essential difference if we
consider instead of I,y the random graph I'¥%.
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Comparing the method of the present paper with that of [10] it should
be pointed out that our aim is to obtain threshold functions resp. distributions,
and thus we are interested in asymptotic formulae for the probabilities con-
sidered. Exact formulae are of interest to us only so far as they help in determi-
ning the asymptotic behaviour of the probabilities considered (which is
rarely the case in this field, as the exact formulae are in most cases too compli-
cated). On the other hand in [10] the emphasis is on exact formulae resp.
on generating functions. The only exception is the average number of connected
components, for the asymptotic evaluation of which a way is indicated in
§ 5. of [10]; this question is however more fully discussed in the present paper
and our results go beyond that of [10]. Moreover, we consider not only the
number but also the character of the components. Thus for instance we

point out the remarkable change occuring at N ~2 It N ~ne with ¢ < 1/2
2

then with probability tending to 1 for n — -+ o all points except a bounded
number of points of I, 5, belong to components which are trees, while for

N ~ nc with ¢ > & this is no longer the case. Further for a fixed value of

&

n the average number of components of I', \, decreases asymptotically in a

linear manner with N, when N < " while for N > ™ the formula giving
the average number of components is not linear in N.
In what follows we shall make use of the sysmbols O and o. As usually
a(n) = o (b(n)) (where b(n) > 0 for n =1, 2, ...) means that lim |t} — 0;
n-+e b(n)
i

is bounded. The parameters on
b(n)

while a(n) =0 (b(n)) means that

which the bound of \%n))[ may depend will be indicated if it is necessary;
n
sometimes we will indicate it by an index. Thus a(n) = O, (b(n)) means that

Ll < K(e¢) where K(¢) is a positive constant depending on e. We write

b(n) —
a(n) ~ b(n) to denote that lim i A 1
n->+o b(n)

We shall use the following definitions from the theory of graphs. (For
the general theory see [3] and [4].)

A finite non-empty set V of labelled points P, Py, ..., P, and a set
E of different unordered pairs (P, P;) with P, €V, P;eV, i57j is called
a graph; we denote it sometimes by G ={V, E}; the number 7 is called
the order (or size) of the graph; the points Py, P,, ..., P, are called the vertices
and the pairs (P;, P;) the edges of the graph. Thus we consider non-oriented
finite graphs without parallel edges and without slings. The set E may be empty,
thus a collection of points (especially a single point) is also a graph.

A graph G, ={V,, B,} is called a subgraph of a graph G, ={V,, E,}
if the set of vertices V, of G, is a subset of the set of vertices V; of G; and the
set E, of edges of G, is a subset of the set E, of edges of G,.
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A sequence of k edges of a graph such that every two consecutive edges
and only these have a vertex in common is called a path of order k.

A cyclic sequence of k edges of a graph such that every two
consecutive edges and only these have a common vertex is called a cycle of
order k.

A graph G is called connected if any two of its points belong to a path
which is a subgraph of G.

A graph is called a tree of order (or size) £ if it has k vertices, is connected
and if none of its subgraphs is a cycle. A tree of order & has evidently & — 1
edges.

A graph is called a complete graph of order (l )if it has k& vertices and

(’;‘ edges. Thus in a complete graph of order £ any two points are connected

by an edge. :

A subgraph G’ of a graph G will be called an isolated subgraph if all
edges of G one or both endpoints of which belong to G’, belong to G'. A con-
nected isolated subgraph G’ of a graph G is called a component of G. The
number of points belonging toa component G’ of a graph G will be called the
size of G'.

Two graphs shall be called isomorphic, if there exists a one-to-one mapp-
ing of the vertices carrying over these graphs into another. -

The graph G shall be called complementary graph of G if G consists
of the same vertices P, P,, ..., P, as G and of those and only those edges
(P;, P;) which do not occur in G.

The number of edges starting from the point P of a graph ¢ will be called
the degree of P in G.

A graph G is called a saturated even graph of type (a, b) if it consists of
a -+ b points and its points can be split in two subsets V; and V, consisting
of a resp. b points, such that G contains any edge (P, @) with P € V; and
@ € V, and no other edge.

A graph is called planar, if it can be drawn on the plane so that no two
of its edges intersect.

We introduce further the following definitions: If a graph G has =

2
vertices and N edges, we call the number == the “degree” of the graph.
n

v

(As a matter of fact 2 is the average degree of the vertices of G.) If a graph

n
G has the property that ¢ has no subgraph having a larger degree than @
itself, we call G a balanced graph.

We denote by P (...) the probability of the event in the brackets, by
M(&) resp. D%(&) the mean value resp. variance of the random variable &.
In cases when it is not clear from the context in which probability space the
probabilities or respectively the mean values and variances are to be under-
stood, this will be explicitly indicated. Especially M, y resp. D3y will denote
the mean value resp. variance calculated with respect to the probabilities

Pn’N.
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We shall often use the following elementary asymptotic formula:
e
) nk 2n  6n*
ol PO Ml valid for & = o(n'h) .
k k!

Our thanks are due to T. Garrar for his valuable remarks.

§ 1. Thresholds for subgraphs of given type

If NV is very small compared with n, namely if N =o (J/n) then it is
very probable that I,y is a collection of isolated points and isolated edges,
i. e. that no two edges of I,y have a point in common. As a matter of fact
the probability that at least two edges of I', 5, shall have a point in common
is by (7) clearly

1 e s
n

QNN!( 2 )
N,

If however N ~ ¢ |/n where ¢ > 0 is a constant not depending on 7, then the
appearance of trees of order 3 will have a probability which tends to a posi-
tive limit for n — -+ oo, but the appearance of a connected component consist-
ing of more than 3 points will be still very improbable. If V is increased while n
is fixed, the situation will change only if N reaches the order of magnitude
of n23. Then trees of order 4 (but not of higher order) will appear with a pro-
bability not tending to 0. In general, the threshold function for the presence
k—2

of trees of order kis nk—1(k =3,4, ...). This result is contained in the
following

Theorem 1. Let k = 2 and

1N
o

_O‘A_“J_
&

Ek—1<lil< ];)' be positive integers. Let

B, denote an arbitrary not empty class of connected balanced graphs consisting
of k points and I edges. The threshold function for the property that the random

graph considered should contain at least one subgraph isomorphic with some ele-
K

R
ment of &, s n L.
The following special cases are worth mentioning

Corollary 1. T'he threshold function for the property that the random graph
k—2
contains a subgraph which is a tree of order k is nk—1(k =3, 4, ...).

Corollary 2. The threshold function for the property that a graph contains
a connected subgraph consisting of k = 3 points and k edges (i. e. containing
exactly one cycle) is n, for each value of k.

Corollary 3. The threshold function for the property that a graph contains
a cycle of order k is m, for each value of k > 3.
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Corollary 4. The threshold function for the property that a graph contains
1

a complete subgraph of order k = 3 is nz(l "—‘) ;
Corollary 5. The threshold function for the property that a graph contains
a saturated even subgraph of type (a, b) (i. e. a subgraph consiqting of a+b
a+b
points Py, ..., P,, @y, ... @, and of the ab edges (P; @) s n @
To deduce these Corollaries one has only to verify that all 5 types of
graphs figuring in Corollaries 1—5. are balanced, which is easily seen.

Proof of Theorem 1. Let B, ;, = 1 denote the number of graphs belong-
ing to the class %, which can be formed from % given labelled points. Clearly
if P,y (%), denotes the probability that the random graph I',  contains
at least one subgraph isomorphic with some element of the class By, then

( n] i Z)

2

N N

n) Bk ¢ Vf\”vw { m :0(><V¥] .

I ? n n2l—k
N,

As a matter of fact it we select £ points (which can be done in (n

(1.1) P, N(B) =

different

&

ways) and form from them a graph isomorphic with some element of the class
By, (which can be done in B, different ways) then the number of graphs
G, n which contain the selected graph as a subgraph is equal to the number

] — [ other

possible edges. (Of course those graphs, which contain more subgraphs iso-
morphic with some element of .%, ; are counted more than once.)

of ways the remaining N —/ edges can be selected from the

K
Now clearly it N = o(nz— 1) then by
Pn,N(‘%A',I) = 0(1)

which proves the first part of the assertion of Theorem 1. To prove the second
part of the theorem let .8, denote the set of all subgraphs of the complete
graph cons1st1ng of n points, isomorphic with some element of Hy- To any
SE,@}{‘ let us associate a random variable ¢(8) such that ¢S)=1 or ¢8)=20
according to whether § is a subgraph of I', y; or not. Then clearly (we write
in what follows for the sake of brevity M ‘instead of M, n)

An o

(1.2) M(E s(S)) (8)) = (] (N—z 5;(#21)‘_

( ) T n2l—k
N
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On the other hand if 8; and 8, are two elements of ¢, and if 8, and
8, do not contain a common edge then
(n J ey
2
— 9]

[

If 8, and 8, contain exactly s common points and r common edges (1<7</—1)

we have
(["] AL r)
2
N—2l+r O(NZI"

M(E(Sﬂ E(Sz)) O e e e ,n4l—2rl 3

i

On the other hand the intersection of 8, and S, being a subgraph of S; (and S,)

by our supposition that each § is balanced, we obtain L s i.e. 82 4

G l
and thus the number of such pairs of subgraphs S, and 8, does not exceed

M(e(S,) &(8,)) =

3 rk
w50
Ll e e — g
=
Thus we obtain
M e(S)JZ) e
ses(™)

(1.3)

E' ((:,:l ; 2l)
% K
2=\ r

P 12 (n — 2 k)!
sea(™ (

Now clearly

sl 0 (]
k12(n — 2 k (' ])
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If we suppose that

=w—>+ oo,

(= M(E®)
(1.4) 02[2 (8)) :0( )

It follows by the inequality of Chebysheff that

Pon[ 13 8 — 3 ME®)| >~ 3 M(e(S)) :0[1)
ses{!) sesll) 2 senl) w
and thus
(1.5) Pon|Z eyt > M )) = (
se@‘,:} 2 seja(") »

As clearly by (1.2) if @ — 4 oo then 3 M(e&(8)) — + <o it follows not only
ses)

that the probability that I’ y contains at least one subgraph isomorphic

with an element of .%, , tends to 1, but also that with probability tending

to 1 the number of subgraphs of ]nN isomorphic to some element of %,

will tend to +oo with the same order of magnitude as o',

Thus Theorem 1 is proved.

It is interesting to compare the thresholds for the appearance of a sub-
graph of a certain type in the above sense with probability near to 1, with
the number of edges which is needed in order that the graph should have
necessarily a subgraph of the given type. Such “compulsory” thresholds
have been considered by P. TurAN [11] (see also [12]) and later by P. ErnGs
and A. H. Stoxe [17]). For instance for a tree of order £ clearly the compulsory

threshold is B2 + 1; for the presence of at least one cycle the com-
2
pulsory threshold is 7 while according to a theorem of P. TurAx [11] for
=2
complete subgraphs of order & the compulsory threshold is )(LA - f{— (n? — 1?) 4
2(k — 1)

+ iT] where r =n — (k — 1)[171 ll. In the paper [13] of T. KGvAri,
2 i
V. T. S6s and P. TurAx it has been shown that the compulsory threshold

for the presence of a saturated even subgraph of type (a, a) is of order of magni-
1

tude not greater than 2"~ @ In all cases the “compulsory” thresholds in
TURAN’s sense are of greater order of magnitude as our “probable’” thresholds.
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§ 2. Trees

Now let us turn to the determination of threshold distribution functions

for trees of a given order. We shall prove somewhat more, namely that if
k=2

N ~ p n¥=! where p > 0, then the number of trees of order %k contained
in I', 5 has in the limit for n — 4- e a Poisson distribution with mean value
(2 o)k—1 k=2
e R
k!

trees of order k is 1 — e—*.
In proving this we shall count only isolated trees of order k in I', v, i. e.
trees of order & which are isolated subgraphs of I', ~- According to Theorem 1.
this makes no essential difference, because if there would be a tree of order
k which is a subgraph but not an isolated subgraph of I y, then I, , would
have a connected subgraph (onqlqtmg of &+ 1 points and the probability

. This implies that the threshold distribution function for

of this is tending to 0 if N =o ( nk ’ which condition is fulfilled in our
k—2
case as we suppose N ~gnk-1,
Thus we prove

.
Theorem 2a. /f lim 1—\@ = p>0 and 7, denotes the number of isolated

trees of order k in I, ¢, then

; . Ale
(21) lim Pn,N(n)(TIc =
n—+w ]'
or =10, 1, <.., where
k—1 L.k—2
2.2) - @ﬁll 'i_ .

For the proof we need the following
Lemma 1. Let ¢, ¢,,,..., &,, be sets of random wvariables on some pro-
bability space; suppose that ¢, (1 < i < 1,) takes on only the values 1 and 0. If

; . ar
(2.3) lim _\_ M (eni, eni, « - - €ni,) = —
Nev o VE L0, il T r!

uniformly in r for r =1, 2, ..., where 1 > 0 and the summation is extended

over all combinations (y, %, ..., %,) of order r of the integers 1, 2, ..., 1, then

) /Ue—" :
(2.4) lim P Sen,—yj (=101, .5)
f=yerieg i=1 7'

I

i. e. the distribution of the sum 3 ¢,;tends for n—+ oo to the Poisson-disiri-
=

bution with mean value .
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Proof of Lemma 1. Let us put

Iy
(-)5) Pn(j) — P 28”; = 7] .
i=1
Clearly
(20) : M(‘prlh Ehig + + - nu) = \ l ‘P
1I2L,<i:<. . . <<y

thus it follows from (2.3) that

b e (7 e
(2.7) lim 21),,(]')( ‘ = 1,8 000)
Hs o Jr r r!

uniformly in 7.

It follows that for any z with | z| < 1
(2.8) lim '}‘ ,\“I’n(j) ]“:’ — \ Pl e —1.
n-+w 7o |52 7] s N
But
(2.9) 2 ( >p l \ P (L 1.

Thus choosing 2 =a — 1 with 0 < x < 1 it follows that

(2.10) lim > P,(j) &l = ex-D for 0 <a<1.
n—-+o j=0

It follows easily that (2.10) holds for x = 0 too. As a matter of fact

putting G, (x) ::2‘1’”(}‘) 2/, we have for 0 <z < 1
=0
!1)11(0> —€ Z! é 1G”(T) o ()//'.(x~l): _*_ ‘\G”(.I') (e [)II(U){ _J‘_ ‘ ()Z(X_]) =i /:"

As however
|G, (@) — P(0) |2 S P,(j)< x
and similarly
=l — g4l <
it follows that
| P,(0) — e | < |G, (x) — e*x~D| + 24
Thts we have

lim sup |P,(0) —e*| < 2x;
n»+ o

as however x > 0 may be chosen arbitrarily small it follows that

lima P (0)==ig—4

ns-+w
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i. e. that (2.10) holds for x = 0 too. It follows by a well-known argument
that
Me- .
(2.11) llm P,,()) = —g‘ =0 1555 )
it 7

As a matter of fact, as (2.10) is valid for =0, (2.11) holds for § = 0. If
(2.11) is already proved for j < s —1 then it follows from (2.10) that

+ @ + o S —2
(2.12) lim P, (j)ai—* = l—e—-ml s for 0<a < 1.

Bt ® s j=s 7'

By the same argument as used in connection with (2.10) we obtain that
(2.12) holds for = 0 too. Substituting x = 0 into (2.12) we obtain that (2.11)
holds for j = s too. Thus (2.11) is proved by induction and the assertion of
Lemma 1 follows.

Proof of Theorem 2a. Let 7'{V denote the set of all trees of order & which
are subgraphs of the complete graph having the vertices- P, P,, ..., P,.
If S€T{M let the random variable &(8) be equal to 1 if S is an esolate(l subgraph
of I', ; otherwise ¢(8) shall be equal to 0. We shall show that the conditions
of Lemma 1 are satisfied for the sum > &(S) provided that N= N(n) ~

ser{m
s
~ pn*=1 and 4 is defined by (2.2). As a matter of fact we have for any
SeTm
n—k
( ‘) J )
7\k—1 _ 2Nk '

(2.13) ME@) =Y —k+ 1 [ A-] e n(1+0(ﬁ).

(n n? n?

N
More generally if S, Sy, ..., 8, (S;€ T{) have pairwise no point in common

then clearly we have for each fixed £ =1 and » = 1 provided that n—>-+4 oo,

N >+
n —rk
(N[—r(iu—Jl))_ rN)

n?

2N

n2

(2:14) M((8)) &(Sy). . .&(8,)) = ~~— ¥ = 7

i

where the bound of the O term depends only on k. If however the S, (j
— 1.2 , ) are not pairwise disjoint, we have

(k—1)r _ 2Nrk
e n|14+0

(2.15) M(e(S,) &(S. 2)) =0
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Taking into account that according to a classical formula of CavyrLey [1]
the number of different trees which can be formed from % labelled points is
equal to kk—2, it follows that

9 N\ rk—1 _ 2Nrk 2 AT
2N e n (1+0(7.A)
’ﬂ2

n2

(2.16) Z M(e(8)) &(Sy) . . . &(8,) =

Lk—2\r pkr
i)

!

where the summation on the left hand side is extended over all r-tuples of
trees belonging to the set 77(» and the bound of the O-term depends only on £.
Note that (2.16) is valid independently of how N is tending to +oo. This
will be needed in the proof of Theorem 3.

Thus we have, uniformly in r

(2.17) lim > M(e(8) &(Sy) - . . &(8)) = — for r=1,2,...
N(n) r!
" e
nk—1
where A is defined by (2.2).
Thus our Lemma 1 can be applied; as 7, = 3 &(S) Theorem 2 is
proved. ser(®

We add some remarks on the formula, resulting from (2.16) for » =1

n

2N e~ g]k Jk—2

n2 | n | Ny
2.18 Mz )=———"—[140 ——‘ ;
(2.18) () = (+ .nz)
Lk—2 ph—1 g—kt
Let us investigate the functions m, () =———— (k=1, 2, ...). Accord-

k!
ing to (2.18) nm, lgg is asymptotically equal to the average number of trees of
order kin I', . For a fixed value of %, considered as a function of ¢, the value
of my(t) increases for ¢ < Zb—% and decreases for ¢ > k—;—l ; thus for a fixed
value of n the average number of trees of order k£ reaches its maximum for

N N% e %], the value of this maximum is

1)k—1
[1 . __] e—(k=1) Lk—2
k

ME~n il

For large values of £ we have evidently

M

n
“Vearsk”
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It is easy to see that for any ¢ > 0 we have
my(t) = my44(0) (=120

The functions y = m,(f) are shown on Fig. 1.
It is natural to ask what will happen with the number 7, of isolated

trees of order % contained in I, y if Nﬁl —> oo, As the Poisson distribution

k=1

(e

is approaching the normal distribution if 2 — 4 oo, one can guess

that 7, will be approximately normally distributed. This is in fact true, and
is expressed by

k
e yk1(o0e-2)"
y=x0c) /:Zr ]

Figure la.

I~
*x

P, S o s i i e e e v e e

o
o
~
~

20
Figure 1b.
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Theorem 2b. /f

(2.19) = sl o0

but at the same time

N(n) — —1% n log n — ]5-_70—1 n loglog n
(2.20) RS LTRSS PR YA

n-+ o n

then denoting by t, the number of disjoint trees of order k contained as subgraphs

i Lt (8 =1, 2, ...), we have for — = < < |} o
(2.21) lim P,,,N(n)(ﬁ;{,l{@—(ﬂ—)<a: = D (z)
nete U VMone
where
k—2 k—1 _ 2kN
(2.22) AN ?LV) %
k! n |
and
(2.23) D(x) = I ) e lgdu
- o

—®

Proof of Theorem 2b. Note first that the two conditions (2.19) and

(2.20) are equivalent to the single condition lim M, )= + °°, and as
n—+ o

M (7)) ~ M, this means that the assertion of Theorem 2b can be expressed

by saying that the number of isolated trees of order k is asymptotically nor-

mally distributed always if » and N tend to 4o so, that the average number
of such trees is also tending to +oo. Let us consider

M) =M(( X &(8))).

SeTf(")
Now we have evidently, using (2.16)

2N\ & < r! My
n ),. l, = hlhy! ... R !

< \
= hi=r, hi=1
e

/

M(7)) = (1 +0

I

where M, y is defined by (2.22). Now as well known (see [16], p. 176)

(2.24) . > = . S
o il Rl o il

Dhi=r, hi=1
=1

— o)
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where ¢!/ are the Stirling numbers of the second kind (see e. g. [16], p. 168)
defined by
r
(2.25) r=oDax@x—1)...(x—j+1).
j=1
Thus we obtain :

(2.26) M(7}) = (1+0

_) 2041)M{1N

n?

Now as well known (see e. g. [16], p. 202)

+o +o
(2.27) DT % 20'“)—— 2 DA .
[=1. rsd =1
Thus it follows that '
. [ ]

2.2 g} = | — eMe*— —: N' " o=ALr
; ;; [da'r ]x=0 i—ok!
We obtain therefrom

= Wik + ]y 72N))
28 M e _—BE - "Ne—Mn\ E—M, 10 ]
(2.29) ( . ) [M, = ( W (1+o0(7

+ l’\

Now evidently 2 *e— (B — A)r is the r-th central moment of the Poisson

distribution w1th mean value A. It can be however easily verified that the
moments of the Poisson distribution appropriately normalized tend to the
corresponding moments of the normal distribution, i. e. we have for» =1, 2,...

4+

-+ kpo—i _xj

(2.30) lim — 21 e (k— A)" :»; gie @du;
7—>-r°°z* - V27Z_

In view of (2.29) this implies the assertion of Theorem 2b.

. n loglog n + yn 4+ o(n) when

1 k—
In the case N (n) =—nl :
(m) =~ nlogn +

the average number of isolated trees of order £ in I, (¢, is again finite, the
following theorem is valid.

Theorem 2c. Let 7, denote the number of isolated trees of order k in I, g
k=1, 2, ...). Then if

(2.31) N (n) :vl—nlogn-kk— lnloglog n 4+ yn + o(n)
2k 2k
where —o0 < y < + oo, we have
§ S :
(2.32) lim P, e (T =) = —;— G=0,1,...)
n>+o !

where

e—2ky
(2.33) A= ]

k-k!

3 A Matematikai Kutaté Intézet Kozleményei V. A/l—2.
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Proof of Theorem 2c. It is easily seen that under the conditions of Theo-
rem 2c¢
lim M, e (7)) = 4.
n-+w
Similarly from (2.16) it follows that for r =1, 2, ..
. o A
lim 2 M,.Ne (E(Sl) &(8,) ... 8(Sr)) =

W "
n—-+ Sj€T§¢n) r

and the proof of Theorem 2¢ is completed by the use of our Lemma 1 exactly
as in the proof of Theorem 2a.

Note that Theorem 2c¢ generalizes the results of the paper [7], where
only the case ¥ =1 is considered.

§ 3. Cycles

Let us consider now the threshold function of cycles of a given order.
The situation is described by the following
Theorem 3a. Suppose that

(3.1) N(n) ~ cn where ¢ > 0.
Let vy, denote the number of cycles of order k contained in I, y (k=3, 4, ...).
Then we have
; .  Ae? .

(3.2 lim P (74 =1) == G=0.1,:..)

n-+o .
where

k
(3.3) T
2k

Thus the threshold distribution corresponding to the threshold function A(n) =n

~ 1o
for the property that the graph contains a cycle of order k is 1 —e 2 i
It is interesting to compare Theorem 3a with the following two theorems:

Theorem 3b. Suppose again that (3.1) holds. Let y¥ denote the number of
isolated cycles of order k contained in I', x (k =3, 4, ...). Then we have

. . Je—n :
(3.4) lim P, ey (y;';:y)=’—‘-_' Gy, B osid
n-»+ew q:
where
—2¢\k
(3.5) L o
2k

Remark. Note that according to Theorem 3b for isolated cycles there

does not exist a threshold in the ordinary sense, as 1 — e~* reaches its maxi-
1

mum 1 —¢ 2 for ¢ =% i. e. for N(n) N% and then again decreases ;
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thus the probability that I', y contains an isolated cycle of order k never
approaches 1.

Theorem 3c. Let 0, denote the number of components of I,  consisting
of k = 3 points and k edges 1f (3.1) holds then we have

J p—»
(3.6) — lim P, ne) B = 1) = 2 (G=06,1,...)
ns+w 7:
where
" (2 ce~ %)k ‘ Jok—3
3.7 — 1 + — .
e 5 2k T + (k — 3)!]

Proof of Theorems 3a., 3b. and 3¢. As from % given points one can form

él(k — 1) ! cycles of order k we have evidently for fixed k¥ and for N = 0(n)

(B ey

1 n
3.8 M = oS e s A K
(3.8) (7)) z(k (k — 1)! n] =
2')
N
while
n—k]
2N,
('2L) ﬁgg?k
(3.9) Mot [ —prai=trte L

B

As regards Theorem 3¢ it is known (see [10] and [15]) that the number
of connected graphs G, , (i. e. the number of connected graphs consisting
of k& labelled vertices and k edges) is exactly

Jok—3
3.10 Qz—k~l!l k — - P
(3.10) =l w + +2+ +w_&J

Now we have clearly
n—k
l 9 2N 2Nk
k (“ﬁe i k2 fk—3
— n
1+24+—+-... :
R

(3.11) M@, —(

n

o

k
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For large values of £ we have (see [15])

(3.12) 0, ~ V" ek =
8
and thus
r 2N
(2]\ cl—7 k
3.13 Y P LR
(3.13) . (0) =

For N wg we obtain by some elementary computation using (7) that

for large values of & (such that k = o (n%*).

f— ka

g

4k

Using (3.8), (3.9) and (3.11) the proofs of Theorems 3a, 3b and 3c follow
the same lines as that of Theorem 2a, using Lemma 1. The details may be
left to the reader.

Similar results can be proved for other types of subgraphs, e. g. complete
subgraphs of a given order. As however these results and their proofs have
the same pattern as those given above we do not dwell on the subject any
longer and pass to investigate global properties of the random graph I', x .

(3.14) M©,) ~

§ 4. The total number of points belonging to trees
We begin by proving

Theorem 4a. If N =o(n) the graph T, \ is, with probability tending to
1 for n— +oo, the union of disjoint trees.

Proof of Theorem 4a. A graph consists of disjoint trees if and only if
there are no cycles in the graph. The number of graphs G, 5 which contain
at least one cycle can be enumerated as was shown in § 1 for each value %
of the length of this cycle. In this way, denoting by 7' the property that the
graph is a union of disjoint trees, and by 7' the opposite of this property,
i. e. that the graph contains at least one cycle, we have

2
A K)o

nn
(4.1 i }kw o ‘ :
) v@s S[)E- ; n
P
\ N
It follows that if N = o(n) we have lim Pn‘N(T) = 1 which proves Theorem 4a.

; n--+4 o
If N is of the same order of magnitude as » i. e. N ~c¢n with ¢ > 0,
then the assertion of Theorem 4a is no longer true. Nevertheless if ¢ <1/2,
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still almost all points (in fact » — O(1) points) of I’ y belong to isolated
trees. There is however a surprisingly abrupt change in the structure of I,

with V ~ ¢n when ¢ surpasses the value%. If ¢ >1/2 in the average only a.

positive fraction of all points of I, y belong to isolated trees, and the value
of this fraction tends to 0 for ¢ — 4 oo.
Thus we shall prove

Theorem 4b. Let V, n denote the number of those points of I,  which
belong to an isolated tree contained in T, . Let us suppose that

(4.2) lim gl e
n-»>-+ o n
Then we have
5 1 for ¢ < 1/2
(4.3) lim .M(Lmﬁ@l:l B g ]
>+ ® —_— C e
. = l 2¢ 2

where x = x(c) is the only root satisfying 0 < x < 1 of the equation
(4.4) Te=Xi—2ic 6%,
which can also be obtained as the sum of a series as follows:

o Jok—1
(4.5) 2(c) :kf\1 .

Proof of Theorem 4h. We shall need the well known fact that the inverse
function of the function

(2 ce2)%.

(4.6) i (O=2< 1)
has the power series expansion, convergent for 0 < y < =
: e
to Lk—lyk
(4.7) e ot
r=t - k!

Let 7, denote the number of isolated trees of order k& contained in I, . Then
clearly ’

(4.8) Von = 5 kt,
k=1
and thus
n
(4.9) M0 = N EM,).
k=1

By (2.18), if (4.2) holds, we have

y 1 1. k=2
(4.10) lim —M(z,) = — —— (2¢ce-2)k.
N>+ N 2¢ . k!
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Thus we obtain from (4.10) that for ¢ < 1/2

s Jk—1 v p—2c\k
(4.11) lim inf MV new) - 1 SFI@ce®)

= for any s = 1.
n-+w n SR C k!

As (4.11) holds for any s = 1 we obtain
) 1 k—-l(2c€"-20)k

(4.12) lim inf MV nno) = —5 i
2 C = k'

n—+4 o n

But according to (4.7) for ¢ < 1/2 we have

o k—1 —2c\k
kel2ce”)® o,
=i k!

Thus it follows from (4.12) that for ¢ < 1/2
(4.13) tim inf Mo 5 ¢

n-+ o n =
As however V, n¢y < 7 and thus lim sup Zl[-%N—("ﬁg 1 it follows that
n-+o n

if (4.2) holds and ¢ < 1/2 we have

(4.14) . tim MVnne) _

n—-+ o n

Now let us consider the case ¢ > 1 It follows from (2.18) that if (4.2)

holds with ¢ > 1/2 we obtain

(4.15) MV Lg% s
= n,N(n)) = 27\7 — 7 ’
where the bound of the term O(1) depends only on ¢. As however for N(n) ~
~mnc with ¢ > 1/2

k

L e

T e n
n

= Ii—‘ 2N(n)e—2N(n)""_0 1 }

k=ns1 k! n n nle

it follows that
n2 N(n)
4.16 MV o) =—— +0(
( ) ( nN(n)) 2 N(n) = ) (1)
N@n) . . . :
where z =2 ) is the only solution with 0 < 2 < 1 of the equation
n
2 Nn) 240
ze*="""¢e¢ n . Thus it follows that if (4.2) holds with ¢ > 1/2
n

we have
(4.17) tim MYnnw) _ 2(0)

n—>+w n 2¢
where z(c) is defined by (4.5).
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The graph of the function z(c) is shown on Fig. 1a; its meaning is shown
by Fig. 1b. The function

1 for ¢ < 1/2
i ';LZ) for ¢ > 1/2
is shown on Fig. 2a.
/
! forcs ’/2
®e %C) for c>’/2
0 /
2
Figure 2a.
44
= 6(c)= 1-XC
Yy=6)=1 7
0

N~

Figure 2b.
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Thus the prootf of Theorem 4b is complete. Let us remark that in the
same way as we obtained (4.16) we get that if (4.2) holds with ¢ < 1/2 we have

(4.18) MV ne) =7 — 0(1)

where the bound of the O(1) term depends only on ¢. (However (4.18) is not

true for ¢ :é— as will be shown below.)

It follows by the well known inequality of Markov

(4.19) P¢>a)< l4'1(#5)

a

valid for any nonnegative random variable & and any a > M(&), that the
following theorem holds:

Theorem 4c. Let V,  denote the number of those points of I, y which
belong to isolated trees contained in I, . Then if o, tends arbztmreiy slowly
to oo for n— oo and if (4.2) holds with ¢ < 1/2 we have

(4.20) lim P(V, yp=2n—o,) =1.

n—»-+wo

The case ¢ > 1/2 is somewhat more involved. We prove

Theorem 4d. Let V, \ denote the number of those points of I',  which
belong to an isolated tree contained in I, . Let us suppose that (4.2) holds with
¢ >1/2. It follows that if o, tends arbitrarily slowly to oo, we have

n? N(n) -
4.21) lim P |V, .~nG x >|nw,[=0
( Mowieets l mN(n) = 2 N(n) » V n

N n)‘
where x = ' is the only solution with 0 < x < 1 of the equation
o 2N(n)
e 2 N(n) n
n
@ kk
Proof. We have clearly, as the series —'(2 ce—2)¥ is convergent,
k=1

D2 (V, )= O(n). Thus (4.21) follows by the inequality of Chebyshev.
Remark. It follows from (4.21) that we have for any ¢ >1/2 and any
£ > 0

(4.22) lim P

n-+w

Vanw _ %€ _ o
n 2¢ [
where z(c) is defined by (4.5).

As regards the case ¢ =1/, we formulate the theorem which will be
needed latter.
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Theorem 4e. Let V,, \(r) denote the number of those points of I', \ which
belong to isolated trees of order = r and v, n(r) the number of isolated trees of

n
order = r contained in I', n. If N(n) Fhe 0 have for any 6 > o

) B el -~ ey
(4.23) tim P Nn‘ g e—"{ <5J=1
and
+ o Lk—2
(4.24) lim P [ [PoN@(®) )‘L‘ ek =1,
) e ol

The proof follows the same lines as those of the preceding theorems.

§ 5. The total number of points belonging to cycles

Let us determine first the average number of all cycles in I, . We
prove that this number remains bounded if N(n) ~¢n and ¢ < '/, but not
ifci="1

Theorem 5a. Let H, y denote the number of all cycles contained in I, y.

Then we have if N(n) ~ cn holds with ¢ < %

1 1
5. li (H e Yo ey ey
(6.1) B LA e et
: iL
while we have for ¢ :2
1
(5.2) M(H , niw) ~ ' logn.

Proof. Clearly if y, is the number of all cycles of order % contained in
I,y we have

S

Hn,N = ke
k

Il

Now (5.1) follows easily, taking into account that (see (3.8))
n
) ey
N —k n k2
LAY = 14+0|—|]|.
)(k 1) [n] 2k(+ [J)
i
N

1 (n
5.3 M@y, =~
(5.3) 0= (k
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If ¢ =1/, we have by (3.8)
3k
5.4 M o Bl T
(5.4) (74 ok
T s
As ¥ —e¢ 21~ “logn, it follows that (5.2) holds. Thus Theorem 5a
=2k 4
is proved.
Let us remark that it follows from (5.2) that (4.18) is not true for ¢ = =15
Similarly as before we can prove corresponding results concerning
the random variable H, , itself.
We have for instance in the case ¢ =1/, for any & > o

(5.5) lim P

n-+o

— 15

nN(n) }_’ Bk
logn 4

This can be proved by the same method as used above: estimating the variance
and using the inequality of Chebyshev.

An other related result, throwing more light on the appearance of cycles
in I', v runs as follows.

Theorem 5b. Let K denote the property thata graph contains at least one
cycle. Then we have if N(n) ~ nc holds with ¢ < 1/,

(5.6) lim P, yy(B) =1 — )1 —2cec+e.

n—--+ o

Thus for ¢ :é it is ,,almost sure” that I, n(, contains at least one cycle, while
forici< —;—the limit for n— + oo of the probability of this is less than 1.
p 1
Proof. Let us suppose first ¢ < e By an obvious sieve (taking into

account that according to Theorem 1 the probability that there willbein I, (.
with N(n) ~ nc (¢ < 1/,) two circles having a point in common is negligibly
small) we obtain

— lim M(Hn\(u)) SECEY S
(5.7) lim P,y (K) =¢ " += =1 —2ce+e,
no+to
Thus (5.6) follows for ¢ < 1/,. As for ¢ — 1/, the function on the right of (5.6)
tends to 1, it follows that (5.6) holds for ¢ =1/, too. The function y =
=1— J1 — 2cec+¢ is shown on Fig. 3.
We prove now the following

Theorem 5c. Let H¥ \, denote the total number of points of I', n which
belong to some cycle. Then we have for N = N(n) ~cn with 0 < ¢ </,

4¢3
(5.8) lim M(H} ni) = .
n—-+ 1 —2c
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y=1-Vi-2¢c .e<¢

—

—_—  —-

N~

Figure 3.

Proof of Theorem 5c. As according to Theorem 1 the probability that
two cycles should have a point in common is negligibly small, we have by (5.3)

2¢)  4c
#1248 1—Bg.

M(H? newy) ~ = B~
k=1

The size of that part of I', y which does not consist of trees is still more
clearly shown by the following

Theorem 5d. Let #,\ denote the number of those points of I', y which
belong to components contazmng exactly one cycle. Then we have for N = N(n) ~
~cn in case ¢ =1,

k-3
(& — 3)!

n—»-+ o

(5.9)  lim M@,y =%

{VH

k&
—2¢ o~ ool
(2 cem%)k {1+1! et
while for ¢ =1/, we have

).

5.10 M®, iy~
(5.10) (P NG >

where I'(x) denotes the gamma-function I'(x) 5 tx—1 e—‘ dt for = > 0.
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Proof of Theorem 5d. (5.9) follows immediately from (3.11); for c=1/2
we have by (3.14)

pel 2 (al
I1N(n))/\” 2 e

Remark. Note that for ¢ —1/,

1 LS k fele=3 1
»2e )14+ —+ ... —m—— |~ ———.
2,7:3( ) ( 1! (k—3)! 41 —2c)
Thus the average number of points belonging to components containing
“exactly one cycle tends to + oo as 1—1) - for ¢ —> 1/, .
4(1 —2¢)?

We now prove

Theorem 5e. For N(n) ~cn with 0 < ¢ <[y all components of I', N,
are with probability tending to 1 for n — oo, either trees or components contain-
ing exactly one cycle.

Proof. Let y, vy denote the number of points of I, y belonging to com-
ponents which contain more edges than vertices and the number of vertices

of which is less than |} log n. We have clearly for N(n) ~cn with ¢ <1/,

ales i)y

&)

1
Pvinw=1) =0 (1 _]O_g_z)
n

2

[l log n]
n
(’/’n N(n) k { l

Thus

On the other hand by Theorem 4c¢ the probability that a component con-

sisting of more than |/ log 7 points should not he a tree tends to 0. Thus the
assertion of Theorem 5e follows.

§ 6. The number of components

Let us turn now to the investigation of the average number of compo-
nents of 1", . It will be seen that the above discussion contains a fairly com-
plete solution of this question. We prove the following
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Theorem 6. If (, \ denotes the number of components of I', \, then we have

if N(n) ~cn holds with 0 < ¢ <%

(6.1) M(Cnne) =n — N(n) + 0(1)
where the bound of the O-term depends only on c. If N(n) w%we have
(6.2) M(Z,.nty) =1 — N(n) 4 O(log n).

1f N(n) ~ cn holds with ¢ > %we have

(63) lim —@w — L (w(c) = ﬂc_)
S n 2¢ 2

where ®¥ = x(c) s the only solution satisfying 0 < v < 1 of the equation xe—* =
= 2ce~%, i. e.

o Jk—1
(6.4) zlc) = ¥— (2 ¥)k.
= k!
Proof of Theorem 6. Let us consider first the case ¢ < —; Clearly if we

add a new edge to a graph, then either this edge connects two points belong-
ing to different components, in which case the number of components is
decreased by 1, or it connects two points belonging to the same component
in which case the number of components does not change but at least one
new cycle is created. Thus?

(65) CnN—(n_N)SHnN

where H, y is the total number of cycles in I, . Thus by Theorem 5a it
follows that (6.1) holds.
Similarly (6.2) follows also from Theorem 5a. Now we consider the case

Cicxi=—3
2
It is easy to see that for o < y < %we have (see e. g. [14])
+ o Lk—2 .k 2
(6.6) by 2R e
1:1 k! 2
where
+ ® k—1 ,,k
(6.7) PPN
3 k=1 k!

2 In fact according to a well known theorem of the theory of graphs (see [4], p. 29)
belng a generahzamon of Euler’s theorem on polyhedra we have N —n 4 {pn =

= nnN, where an — the ,,cyclomatic number” of the graph I’y — is equal to
the maximal number of independent cyeles, in I'n N (For a definition of independent
cycles see [4] p. 28).
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z can be characterized also as the only solution satisfying 0 < 2 < 1 of the
equation re—* =y.
It follows that if N(n) ~ nc holds with ¢ <!/, we have

Y, [eXie . VAR
2N(n) n 2 n?

(68) M(Cn,N(n)) = o 0(1) = *V(n) + 0(1)

which leads to a second pr()oi of the first paxt of Theorem 6.
To prove the second part, let us remark first that the number of compo-

nents of order greater than A4 is clearly < % Thus if , y(A4) denotes the

number of components of order < A4 of I',  we have clearly

(6.9) M(Cn) = MCn(A) + 0|~

The average number of components of fixed order % which contain

N
at least & edges will be clearly according to Theorem 1 of order l?

{
bounded for each fixed value of k. As A can be chosen arbitrarily large we
obtain from (6.9) that

, 1. e.

(6.10) M(Gon) ~ DMy,

k=1

According to (2.18) it follows that

(6.11) M(E,.N) ~——

n2 Loc]kkz 2\' 4&/
2A\kzl l '

and thus, according to (6.6) if N(n) ~ cn holds with ¢ > 1/, we have

x(c) ‘E%KC)
2 |

M) _ 1

(6.12) lim
n-+eo . N 2¢

where x(c) is defined by (6.4). Thus Theorem 6 is completely proved.
Let us add some remarks. Theorem 6 illustrates also the fun(lamental

change in the structure of I', y which takes place if N passeq —. While the

.d

average number of ('omponents of I', vy (as a function of N with n fixed)

decreases linearly if N < — " this is no longer true for NV > —; the average

_ &

number of components (Iec-reases from this point onward more and more
slowly. The graph of
1—c¢ for f=c=

(6.13) z(c) = lim MCrnw) __ l
Nw) , M l 1
n
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as a function of ¢ is shown by Fig. 4.
From Theorem 6 one can deduce easily that in case N(n) ~ c¢n with
¢ < 1/, we have for any sequence w, tending arbitrarily slowly to infinity

(6.14) lim P(|{,ney —n +N(n)| < w,) =1

n—s+4 e

(6.14) follows easily by remarking that clearly {, x, = n — N.

&
’-
I-c for 0scs 2
Z2=2()=
7 2,
E[I(C)-iz{c—)} for ¢ > %y
0 c

1

Nl

Figure 4.

For the case N(n) ~c¢n with ¢ =1/, one obtains by estimating the
variance of {, v, and using the inequality of Chebyshev that for any ¢ > 0

g<s)=l.
|

The proof is similar to that of (4.21) and therefore we do not go into details.

(6.15) lim P (

Ne+

g 9
Saned 1 [z(c) _ )
n 2¢c

§ 7. The size of the greatest tree

If N ~c¢n with ¢ < 1/, then as we have seen in § 6 all but a finite num-
ber of points of I, \ belong to components which are trees. Thus in this case
the problem of determining the size of the largest component of I, y reduces
to the easier question of determining the greatest tree in I', . This question
is answered by the following.

Theorem 7a. Let A, y denote the number of points of the greatest tree which
is a component of I',, .. Suppose N = N(n) ~ cn with ¢ =1/,. Let o, be a sequence
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tending arbitrarily slowly to + o=. Then we have

(7.1) lim P (A,I,N(,,) = = logn — -'?—loglog n| + wn) =0
n—>+e a | 2
and
; 1 5
(7.2) lim P (A” N = — [log n — —loglog n| — wn) —1
n-+o 3 a 2
where
(7.3) . e &=20ce % (i,e.a=2c¢c—1—log2¢
and thus a > 0.)
Proof of Theorem 7a. We have clearly
(7.4) Pl 22 =P (372 1)< 3 M(r)
k=2 k=
and thus by (2.18) g
ne te
(1.5) Pdnner 22 = 0[]
22
<5 1 5
It follows that if z, = — |logn — . loglog n| + w,
a 2 ,
we have
(7.6) P(An,N(n) Z zl) e O(e“aw") .

This proves (7.1). To prove (7.2) we have to estimate the mean and variance

. 1
of 7, where 2z, =—
(08

logn — glog]og n| —w,. We have by (2.18)

(7.5‘,2
(TiT) M(z,,) ~ e V2‘n gres
and
(7.8) D2(7.,) = O(M(z,)).
Clearly

P(d,ne = %) = P(s, 2 1) = 1 — P(z, = 0)
and it follows from (7.7) and (7.8) by the inequality of Chebyshev that

(7.9) P(z:, = 0) = O(e—"n) .
Thus we obtain
(710) P(An,N(n) \é 22) g 11— 0(6—0‘0") .

Thus (7.2) is also proved.
Remark. If ¢ <% the greatest tree which is a component of I',  with

N ~ c¢n is — as mentioned above

at the same time the greatest component
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of I, n, as I', \; contains with probability tending to 1 besides trees only com-
ponents containing a single circle and being of moderate size. This follows
evidently from Theorem 4c. As will be seen in what follows (see § 9) for

¢ > %the situation is completely different, as in this case I’ 5 contains

a very large component (in fact of size G(c)n with G(c) > 0) which is not a
1l

tree. Note that if we put ¢ :;ZlOg n we have a =%log nand — logn~k
9 (08

in conformity with Theorem 2c.
We can prove also the following

Theorem 7b. If N~ cn, where ¢ :,Eé and e=°® = 2ce'~% then the number

of isolated trees of order h = = logn — %loglog n} -+ 1 resp.of order = h (where
(08

1 is an arbitrary real number such that h is a positive integer) contained in
I', n has for large n approximately a Poisson distribution with the mean value

n
05/2 g—al ab/2 g—al

= — resp. p=—r —————.
2¢)2x ot il 2¢)/2m (1 — e~

Corollary. The probability that I, v, with N(n)~nc where Cq&;?

does not contain a tree of order > = log n — gloglogn + 17 tends to
‘ a 2
ab/2 g—al )

exp (— e
2eli8m(l — ¢
The size of the greatest tree which is a component of I',  is fairly large

ik Ng' This could be guessed from the fact that the constant factor in the

for n — 4-oo, where a = 2¢ — 1 — log 2¢.

expression i of the ,,probable size’” of the greatest compo-

a

log n — gloglog n

nent of I, y figuring in Theorem 7a becomes infinitely large if ¢ =—;— ;

For the size of the greatest tree in I, 5 with N N% the following

result is valid:

Theorem 7e. If N N% and A, n denotes again the mumber of points

of the greatest tree contained in I', n, we have for any sequence w, tending to
+oo for n— 4o

(7.11) lim P4,y 2 7n?%w,) =0
n—+m
and
2/3
(7.12) lim P (A,,,N s WL
n—--+ o wn

4. A Matema tikai Kutaté Intézet Kozleményei V. A/1—2,



50 ERDOS—RENYI

Proof of Theorem 7c. We have by some simple computation using (7)

n — k
kk 2( ) g

= Lk—2p—k _ K
(1.13) M(r,) = ((N ) k+1 N’i’i}% -
Thus it follows that
(7.14) Pd,nznBw)< > M(r)=0 [L_]

k=n*3w, an
which proves (7.11).
On the other hand, considering the mean and variance of t* = 2 T
o

wn

it follows that
M(z*) = Awd? where 4 > 0 and D2%(7*) = O(wd?)

and (7.12) follows by using again the inequality of Chebyshev. Thus Theorem:
7c¢ is proved.

The following theorem can be proved by developing further the above
argument and using Lemma 1.

Theorem 7d. Let t(u) denote the number of trees of order > un?B contained

in Iy Ny where 0 < p < +°0 and N(n) Ng' Then we have

(7.15) _13m P noo(T(1) _j):_?__'; G=0,1,...)
where
+ @ i
(7.16) it (e il
V12 = 32

§ 8. When is /', 5 a planar graph?

We have seen that the threshold for a subgraph containing % points
k

and k£ + d edges isn’ ~k+d ; thus if N ~cn the probability of the presence
of a subgraph having % pomts and k£ -+ d edges in I, y tends to 0 for n — 4-oo,
for each particular pair of numbers %k > 4, d > 1. This however does not
imply that the probablhty of the presence of a graph of arbitrary order having
more edges than vertices in I', y with N ~ nc tends also to 0 for n — +-oo.
In fact this is not true for ¢ =1/, as is shown by the following
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Theorem 8a. Let y, y(d) denote the number of cycles of G, y of arbztrary
order which are such that exactly d diagonals of the cycle belong also to

Then if N(n e +2l Vn —+ of Vn where —© < A < 4o, we have

y ole—e ;
(8.1) nhm P(2nne(d) =) = 76— G=01,...)
where
1 h A
: i ] A
(8.2) 0 e J Y AT Tl T

0

Proof of Theorem 8a. We have clearly as the number of diagonals of a

k — gon is equal to k_(k ks 4

(83) M(X,},N(d)) =

and thus if N (n) = "+2LV7% + o(}/n)

1 ot - L,
(8.4) M)~ o n"z s +V 2
It follows from (8.4) that
. w_ v
(8.5) lim M(zpned)= —s— ijH e g
inswiiae o 2.644d!

0
The proof can be finished by the same method as used in proving Theorem 2a.
Remark. Note that Theorem 8a implies that if N(n) =£+anﬁ
with @, — +o°o then the probability that ', ¢, contains cycleszwith any
prescribed number of diagonals’ tends to 1, while if N(n) £ w, |n
the same probability tends to 0. This shows again the fundamentalzdifference
in the structure of I', y between the cases N < % and N > —723 This differ-
ence can be expressed also in the form of the following

Theorem 8b. Let us suppose that N(n) ~mnc. If ¢ < éthe probability

4*
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that the graph I',, n(, @s planar is tending to 1 while for ¢ > 1)— this probability tends

to 0.

Proof of Theorem 8b. As well known trees and connected graphs contain-
ing exactly one cycle are planar. Thus the first part of Theorem 8b follows
from Theorem 5e. On the other hand if a graph contains a cycle with 3 dia-
gonals such that if these diagonals connect the pairs of points (P, P}) (i =
=1, 2, 3) the cyclic order of these points in the cycle is such that each pair
(P;, P;) dissects the cycle into two paths which both contain two of the other
points then the graph is not planar. Now it is easy to see that among the

fal et

( 2 ) triples of 3 diameters of a given cycle of order k there are at least{ ’;]
triples which have the mentioned property and thus for large values of k
approximately one out of 15 choices of the 3 diagonals will have the mentioned
property. It follows that if N(n) :% + w, Jn with w,— 4o, the proba-
bility that I, y(, is not planar tends to 1 for n — +oo. This proves Theorem

8b. We can show that for N(n) e + 2 Vn with any real 2 the probability
2

of T, y(y not being planar has a positive lower limit, but we cannot calculate
ts value. It may even be 1, though this seems unlikely.

§ 9. On the growth of the greatest component

We prove in this § (see Theorem 9b) that the size of the greatest com-
ponent, of I', v, is for N(n) ~¢n with ¢ > 1/, with probability tending to 1
approximately G(c)n where
9.1) Gic) =1 salty)

2¢
and z(c) is defined by (6.4). (The curve y = G(c) is shown on Fig. 2b).
. Thus by Theorem 6 for N(n) ~ ¢n with ¢ > 1/, almost all points of
I', ny (i- e. all but o(n) points) belong either to some small component which

is a tree (of size at most 1/a (logn — gloglogn) + O(1) where o = 2¢ —1 —log 2¢

by Theorem 7a) or to the single “giant” component of the size ~G(c)n.
Thus the situation can be summarized as follows: the largest component

of I') NGy is of order logn for 117(12) ~¢ <, of order n?B3 forzy ) and

N(n)

of order n for - AR 1/,. This double “jump’ of the size of the largest

N(n)
n

component when passes the value '/, is one of the most striking facts

concerning random graphs. We prove first the following
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Theorem 9a. Let .77, \(A) denote the set of those points of I',, \ which belong
to components of size > A, and let H, n(A) denote the number of elements of
the set 7, N(A). If Ny(n) ~(c — &) n where e>0, ¢ — & = 1, and Ny(n) ~cn
then with probability tendmg to 1 for n— 4-oo0 from the H, ny(A) points
belongzng 10 .5, ny(A) more than (1 — 8) H,, n.i(A) points will be contained
in the same component of I',, Na(n) for any o with 0 < & < 1 provided that

(9.2) a5
€202
Proof of Theorem 9a. According to Theorem 2b the number of points

belonging to trees of order < 4 is with probability tending to 1 forn — + oo
equal to

S a(e — 11 ese-) o

n|> — [2(c —e)]FLe 29| 1 o(n).
k% x ( ]

On the other hand, the number of points of I', y,(,) belonging to components
of size <A and contalmng exactly one cycle is according to Theorem 3ec
o(n) for c—e = 1/, (with probability tending to 1), while it is easy to see, that
the number of points of I, Na() belonging to components of size < 4 and
containing more than one cycle is also bounded with probability tending to 1.)
Our last statement follows by using the inequality (4.19) from the fact

that the average number of components of the mentioned type is, as a simple

: oy . : : 1
calculation similar to those carried out in previous§§, shows, of order O l—

Let BV denote the event that
9.3) | H il A) — nf( 4,0 — )] < Tnf(4,c —e)
where 7 > 0 is an arbitrary small positive number which will be chosen later
and

(9.4) f(4,¢) =1 — : —— (2¢ce7%) >0

and let ED denote the contrary event. It follows from what has been said
that

(9.5) lim P(ED) =0
R
We consider only such Fn N for which (9.3) holds.
Now clearly I',, ny is obtained from I', Ny by adding Ny(n)—N,(n) ~ne
new edges at random to I, y,- The probability that such a new edge should

Hn N1(n)(A) ] o 2("74)

&

connect two points belonging to %, y,m(4), is at least : 5
n

2

and thus by (9.3) is not less than (1 — 27) f2 (4, ¢ — ¢), if n is sufficiently
large and 7 sufficiently small.
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As these edges are chosen independently from each other, it follows
by the law of large numbers that denoting by », the number of those of the

Ny(n) — Ny(n) new edges which connect two pomts of #, nimy and by EQ
the event that
(9.6) v, = €e(l—37)f3(4,c—e)n

and by E® the contrary event, we have

(9.7) lim P(E®) =0.

n—o+o
We consider now only such I, v, for which E® takes place. Now let us
consider the subgraph I'% v of L itn formed. by the points of the set

T ni)(A) and only of those edges of I', Noy Which connect two such points.
\Ne shall need now the following elementary

Lemma 2. Let a,, a,, . . .,a, be positive numbers, \ Na;=1 If maxa;< a
1=5j<r

j=1
then there can be found a value k(1 < k <r —-1) s]uch that

(9.8) and

Proof of Lemma 2. Put §,; i a;(j=1,2, ...,r). Let j, denote the

least integer, for which §; >1/,. In case S; — 1y >1y,— 8;_, choose
k =j, — 1, while in case S - / <1/2—S/ _; choose 1_70 In both

cases we have |8, —1/,| < Lo — * which proves our Lemma.
2 2

Let the sizes of the components of I'% v, be denoted by b, by, ..., b,
Let E® denote the event

(9.9) maxb; > H, n,»)(4) (1 —9)

and E$ the contrary event. Applying our Lemma with o =1-— & to the

numbers aj:f{—h@ it follows that if the event E® takes place, the
nN1(n)
set 7, nym)(4) can be split in two subsets 5%, and %) containing H)] and

H} points such that H, + H} =H, Num(4) and

0
(9.10) H, n,(4) % < min(H,, HY) = max(H/ ,H) < H_e(4) (1 — 2]

further no point of . %7}, is connected with a point of #°; in I'} n,y -
It follows that if a point P of the set .7, Nl(,,)(A)belong% to -#}, (resp.
¥} then all other points of the component of I, «(ny Yo which P belongs are
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also contained in %] (resp. -#}). As the number of components of size > A4

‘Ef_],‘_’\h‘(n)(A )
A

of I', Ny Is clearly < the number of such divisions of the set

1
Hnnymy(A) does not exceed 24
If further E takes place then every one of the v, new edges connect-

ing points of .57, y,(4) connects either two points of 7%, or two points
of #}. The possible number of such choices of these edges is clearly

Hn,f\'l(n)(A)

(e
2 2|
\ vﬂ
As by (9.10)
HY) | (H}
‘2)'”2] 52 d)2 62 b
(9.11) »;-g‘——{—(l——’ EEiaty 3 R
”) 4 2 2 2
P
it follows that
- L8 e(1-3r)f*(A,c—e)
(9.12) PEP) < 24 "Dy —%) b ’
and thus by (9.3) and (9.6)
(9.13)  P(EP) < exp|nf(d,c —e) (&%&W sl —ﬁé]].
Thus if ‘
(9.14) Aedl—37)f(4d,¢c—e)>(1+7)log4d
then
(9.15) lim P(E®) =0.

n—»-+ o

As however in case ¢ — e > 1/, we have f(4,¢c —¢) =G (c —¢) >0
for any A4, while in case ¢ — ¢ =1/,

il A k-1 o kI 1
(9.153) f[A,%]zl— B e L
| 2 k=|k!ek k=A+|k!€k ZVA E
the inequality (9.13) will be satisfied provided that = <116 and 4 > %
g

Thus Theorem 9a is proved.
Clearly the ““giant”” component of I, v, the existence of which (with
probability tending to 1) has been now proved, contains more than

1—7)0—90)nf(4d,c—e¢
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points. By choosing ¢, 7 and 6 sufficiently small and 4 sufficiently large,
(1 —7) (1 —0)f(A, ¢ — &) can be brought as near to G(c) as we want. Thus
we have incidentally proved also the following

Theorem 9b. Let o, n denote the size of the greatest component of I', N
If N(n) ~cn where ¢ > 1/, we have for any n > 0

(9.16) lim P ( | N _ ey | <n| =1
n—--+ o | n |
x(c) -l P ) s
where G(c) =1 — — and z(c) = Z —— (2¢ e %)k 4s the solution satisfying
2¢ k=1 k'

0 < z(c) < 1ofthe equation x(c) e~ = 2ce~2¢.

Remark. As G(¢) — 1 for ¢ — -+ o< it follows as a corollary from Theorem
9b that the size of the largest component will exceed (1 — a)n if ¢ is suffi-
ciently large where a > 0 is arbitrarily small. This of course could be proved
directly. Asa matter of fact, if the greatest component of I, v, with N(n) ~n¢
would not exceed (1 —a)n (we denote this event by B, («, ¢)) one could by
Lemma 2 divide the set V of the n points P}, ..., P, in two subsets V"’ resp.
V'’ consisting of " resp. n”” points so that no two points belonging to different
subsets are connected and

an ; \ %
(9.17) —— < min(n!, n") = max (v’ n') = ll — *‘ n.
D] 2

But the number of such divisions does not exceed 2", and it the » points
are divided in this way, the number of ways N edges can be chosen so that
only points belonging to the same subset V” resp. V'’ are connected, is

(e

AY

”

n
2

As "4 ‘n ’ = e a‘ it follows
2 2 2 2
o, \N(m) )
(9.18) P(B,(a,¢) < 2"|1— - < 2ne 2
Thus if ‘@ ¢ > log4, then
(9.19) lim P(B,(a,¢)) =0
n—+ o
ST e : : log 4 -
which implies that for ¢ > —=—and N(n) ~cn we have
a

(9.20) lim P(o, n¢p = (1 —a)n) =1.
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We have seen that for N(n) ~ ¢n with ¢ > 1/, the random graph I, v
consists with probability tending to 1, neglecting o(n) points, only of isolated
k—2

trees (there being approximate]yén— —]C;'(Qc e—2¢)k trees of order %) and of
c k!

a single giant component of size ~G(c)n.
Clearly the isolated trees melt one after another into the giant compo-
nent, the “danger” of being absorbed by the “giant” being greater for larger

components. As shown by Theorem 2¢ for N(n) N;—knlogn only isolated

trees of -order <k survive, while for ==~ 2 ""© " _, 1 oo the whole

graph will with probability tending to 1 be connected.

An interesting question is: what is the “life-time” distribution of an
isolated tree of order & which is present for N(n) ~cn ? This question is
answered by the following

Theorem 9c. The probability that an isolated tree of order kwhich is present
in I', nyny where Ny(n) ~cn and ¢ > 1y should still remain an isolated tree
in I\ Nyny Where Ny(n) ~ (¢ + ) n(t > 0) is approvimately e=2'; thus the
Llife-time” of a tree of order k has approximately an exponential distribution

with mean value 571]& and is independent of the “age’ of the tree.

Proof. The probability that no point of the tree in question will be
connected with any other point is
n—=k s

] e

|~ o2kt

N,(n)

n

j=Ni(n)+1 ‘

2

&

This proves Theorem 9c.

§ 10. Remarks and some unsolved problems

We studied in detail the evolution of I", y, only till N reaches the order
of magnitude n log n. (Only Theorem 1 embraces some problems concerning
the range N(n) ~n® with 1 < a < 2.) We want to deal with the structure
of I', Ny for N(n) ~ cn® with a > 1 in greater detail in a fortcoming paper;
here we make in this direction only a few remarks.

First it is easy to see that I" () - N is really nothing else, than the

2
complementary graph of I, y,. Thus each of our results can be reformulated
to give a result on the probable structure of I', y with N being not much

less than (Z) For instance, the structure of 17, , will have a second abrupt

change when N passes the value i —ﬁ; TN = Z —cn with ¢ > 1/,
2 2

then the complémentary graph of 1", y will contain a connected graph of order
f(e)n, while for ¢ < 1/, this (missing) “giant” will disappear.
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To show a less obvious example of this principle of getting result

for N near to | , let us consider the maximal number of pairwise independent
2

points in I', . (The vertices P and @ of the graph I" are called independent
if they are not connected by an edge).

Evidently if a set of k points is independent in 1", ., then the same
points form a complete subgraph in the complementary graph I', y,. As

however I', v,y has the same structure as I’ n(Z) - Neo it follows by Theorem

1, that there will be in I", y,, almost surely no £ independent points if (Z] —

s
i —0 nz(.] B kfl) but there will be in

- N(n)=o \/nz(l B "{7)

T
I',, n(ny almost surely k& independent points if N(n) = T:‘ — n2(1 =l where

o, tends arbitrarily slowly to +oo. An other interesting question is: what
can be said about the degrees of the vertices of I', . We prove in this direction
the following

Theorem 10. Let D, ) (Py) denote the degree of the point P, in I', v,
(i.e.the number of points of I', n,y which are connected with P\ by an edge). Put

Qn = min Dn,N(n) (Pl.') and En = e Dn,N(n) Py -

1=<k=n 1<k=<n
Suppose that

(10.1) lim A nr = -+ oo,

n-+nlogn

Then we have for any ¢ > o

D”—1|<s):1.

lid=n |

(10.2) lim P [

We have further for N(n) ~cn for any k

-
(10.3) Tien P (Br= )= 22~ (=0,1,...).

N>+ il

Proof. The probability that a given vertex P, shall be connected by
exactly r others in I, y is
) QNI = 2N
MR e n
( n ,

oy

r er | n

.
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thus if N(n) ~ cn the degree of a given point has approximately a Poisson
distribution with mean value 2¢c. The number of points having the degree r
is thus in this case approximately
rp—2
" (2 C)fe~%°
rl
If N(n) = (nlogn)w, with v, — —{—OO then the probability that the degree of
N(=n) 2N(n)
(I —e¢)and ——
n n

(=101,

a point will be outside the interv al (L +¢) is ap-

proximately
(2 w,,-log n)k e—2nlogn

=t }
negmﬂ

|k—2logn-w,| >¢e-2logn-w, k!

and thus this probability is o (IJ , for any ¢ > 0.
n

Thus the probability that the degrees of not all » points will be between
the limit (1 + ¢) 2w, log n will be tending to 0. Thus the assertion of Theorem
10 follows.

An interesting question is: what will be the chromatic number of I', y ?
(The chromatic number Ch(I') of a graph I is the least positive integer & such
that the vertices of the graph can be coloured by % colours so that no two
vertices which are connected by an edge should have the same colour.)

Clearly every tree can be coloured by 2 colours, and thus by Theorem
4a almost surely Ch (I, y) =2 if N =o(n). As however the chromatic
number of a graph having an equal number of vertices and edges is equal
to 2 or 3 according to whether the only cycle contained in such a graph is
of even or odd order, it follows from Theorem 5e that almost surely Ch (I, ) < 3
for N(n) ~nc with ¢ < 1/,.

For N(n) N% we have almost surely Ch (I', n¢y) = 3.
As a matter of fact, in the same way, as we proved Theorem 5b, one
can prove that I, v, contains for N(n ),\,f;; almost surely a cycle of odd

order. It isan open problem how large Ch (I', n(,) is for N(n) ~ cn withe>1/,?
A further result on the chromatic number can be deduced from our

above remark on independent vertices. If a graph I has the chromatic number

h, then its points can be divided into % classes, so that no two points of the

same class are connected by an edge; as the largest class has at least% points,
it follows that if f is the maximal number of independent Vertices of I' we have

1
= ; Now we have seen that for N(n ( ‘——o
224

) almost surely

f < k; it follows that for N(n) = {Z] —o almost surely Ch (I', n¢y) >

n
B
k
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Other open problems are the following : for what order of magnitude
of N(n) has I', n¢,y with probability tending to 1 a Hamilton-line (i.e. a path
which passes through all vertices) resp.in case n is even a factor of degree 1
(i.e. a set of disjoint edges which contain all vertices).

An other interesting question is: what is the threshold for the appear-
ance of a ‘“topological complete graph of order £ i.e. of & points such that
any two of them can be connected by a path and these paths do not inter-
sect. For & > 4 we do not know the solution of this question. For £k =4

it follows from Theorem 8a that the threshold is % It is interesting to

compare this with an (unpublished) result of G. Dimrac according to which
if N =z2n—2 then G,y contains certainly a topological complete graph
of order 4.

We hope to return to the above mentioned unsolved questions in an other

paper.
Remark added on May 16, 1960. It should be mentioned that N. V.

SMIRNOV (see e. g. Mamemamudeckuil Coopruk 6(1939) p. 6) has proved a
lemma which is similar to our Lemma 1.

(Received December 28, 1959.)
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0 PA3BEPTBIBAHUE CJIYUANHBIX I'PA®OB
P. ERDOS u A. RENYI

Pe3iome

[Tycte aauel 1 Touku Py, P,, . . ., P,, v BolOMpaem ciiyyaitHo Apyr 3a pyrom

n =
N u3 BO3MOKHBIX ‘2) pebep (P;, P;) TaK 4to nocJjie Toro uto BhiOpaHel k pedpa

n

Ka)K/IbI U3 pyrux " o k pebep umeeT OJMHAKOBYI BepPOSITHOCTL OBIThL Bbi-

OpaHHBIM Kak cieaylomun. PaboTa 3aHumaeTcss BepOSITHOH CTPYKTYpOil Tak
noJiyyaemoro ciyyaiinoro rpada I', n Tipu ycinoBum, yro N = N(n1) u3BecTHast
(GyHKUMST OT 1 ¥ n oveHb Oosboe uyucio. OcobeHHO uccienyercsi U3MeHeHue
3T0i CTPYKTYpHI eciiu N HapacraeT IpU JAaHHOM OYeHb 0oJipiom 71. CiyuaiiHo
passépThiBalomuit rpad) Moj<eT ObITH PAaCCMOTPeH KaK YIPOILEHHBIH MO/lesb pocTa
peasibHBIX ceTell (Hampumep cereil CB$I3bI).
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