ON A FAMILY OF SUBMONOIDS

by
M. P. SCHUTZENBERGER?

§ 1. Introduction

As it is well known, only few of the properties of the subgroups of a group
are still enjoyed by all the submonoids of a monoid [1] and in the applications
it is sometimes useful to consider more restricted families of stable subsets
(i. e. of subsets A4 which are such that 4% C A).

In remote connection with a problem in communication theory (Cf.
[12]) one encounters a family &(F) of submonoids of a monoid F that is
characterized by extremal properties and that, consequently, admits several
slightly different definitions. When F is a group, §(F) reduces to the lattice
of the subgroups of ¥ ; in the general case, it is not necessarily a lattice and its
simplest definition is the following one.

Definition. The submonoid 4 of a monoid F belongs to §(F) if and only
if it satisfies the following three conditions :

1. There exists at least one homomorphism y of F, compatible with 4
(i. e. 71y A = A) which is such that yA is isomorphic to a monoid admitting
minimal left and right ideals ;

2. (N,) : 4 intersects every right and every left ideal of F ;

3. A is maximal among the submonoids of ¥ that have the same inter-
sectoin with an arbitrarily small two-sided ideal of F.

Let us abbreviate by N,N,, N,, N,) the condition that A intersects
every two sided (right, left, right and left) ideal of F' (i. e. that 4 is net” in
P. DusreiL’s theory [5]), by M M,, M,, M,) the condition that yF admits
minimal two-sided (right, left, right and left) ideals for some homomorphism
y compatible with A4.

We shall verify that §(F) can also be defined by the following set of
three conditions : A4 satisfies

1 WM

2 Ny

3’. There exists some right representation of F by mappings of a set
into itself that is such that A4 is submonoid which lets invariant one element
from the set.
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Let us recall that LLEvy’s condition [8] that a stable subset 4 of a free
monoid F is isomorphic to a free monoid can be expressed in the form (Cf. [12]).

(Uy: . fAnArn A= @ only if feAd
which remains meaningful even when F is not a free monoid.

We shall also verify that §(F) is characterized by the following set of
conditions on 4 :

e
2 N
3G

o

When F is finite, the conditions 1, 1’ or 1” become vacuous. Then {(F)
can be characterized by 3, 3" or 3” and the requirement that 4 contains at least
one positive power of each element from F.

In § 2, as a preliminary step, we apply the classical theory of SuscHkE-
wirscH [18] and REEgs [11] for obtaining a direct characterization of S(#)
when F admits minimal left and right ideals. In §§ 3 and 4 respectively we
discuss the sets of conditions (1”7, 2”, 3”) and (17, 2, 3’). In order to make the
paper self contained several results which are special cases of theorems due
to other authors are given complete proofs.

Applications of the remarks developed here to the less restricted family
of the submonoids which satisfy U, only will be considered in another paper.

§ 2. A direct definition of S(F)

Let us verify first the following

Remark 2.1. If the stable subset 4 of a monoid F satisfies N, and admits
minimal right ideals, then, F also admits minimal right ideals.

Proof. Let us consider any a € 4 such that a4 is aminimal right ideal of
A; by definition this is equivalent to the statement that, for any a’ € 4, there
exists at least one a”€ 4 which is such that aa’a” = a since, unless, the right
ideal aa’4 would be a proper subset of a4. ;

Trivially, if @4 is minimal, the sameis true ofanya’’’4 wherea'"" € A a A.

Let us show that if 4 satisfies N,, ¢*F is a minimal right ideal of F.
Indeed, for any f€ F, N, implies that ANafF = @, i. e. that aff’ =a, €4 for
some f'€F ; multiplying on the left by a, we obtain a*f = aa,. By our
previous remark, there exists at least one a;€ A which satisfies aa,a; = a.
Thus, a?ff'aja = a* and the result is verified.

We observe that when the homomorphism y is compatible with 4 any
of the conditions M., N, or U (x = d, r, 1, k) defined in the introduction (or
later) is true for y4 in y # if and only if it is true for A in F'. Since we have seen
that when A4 satisfies NV, the condition 1 implies M, there will be no loss in
generality for the description of a given 4 from {(F') in assuming that F itself
admits minimal ideals.

This convention will be kept in the §§ 2 and 3 and we shall use the follow-
ing standing notations :
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The monoid F admits the minimal right ideals R, (z € I) and the minimal
left ideals L; (j € J). The minimal two-sided ideal of F' is denoted by D and the
following facts are classical (Cf [18], [3], [16])

153 =UR,=UL
i€l j€J
2. every quasiideal K, ; = R, N L, is isomorphic to a certain group @,

the SUSCHKEWITSCH group of 'p. (A quasi ideal is the intersection of a left and
of a right ideal [16]).

3. The idempotent ¢, ; of K, ; is such that de;; = d and ¢, ;d" = d’ for
any d€L; and d' € R, ; thus ldentlcally, K, = e,] 'F By -

Weselect a fixed ar bltrary quasi ideal K, ; and isomorphism o : K, - @
and we introduce the following standlng notations : g;: = o(e J € ,1)( e,
the neutral element of G when ¢ or j is equal to 1 since e, ;¢,;¢;; = ¢, iden-
tically).

Gy = the subgroup of & generated by the elements g, ; .

o’ = the mapping D — G which is defined by o’d = o(e, j dey ) where
7 is the index of the left ideal L; containing d.

T = = ‘the mapping G'—)K ; which is deflned by 7, jg=e€;,-07Xgj;} q) - ey,

It is classical that 7; ;and the restriction of o’ to K, ;are mutually inverse
isomorphisms (onto) Cf [11], [2], [10]). Indeed, =, ; 'is a homomorphlsm
because of the followmg more general formula vahd for any ¢, g €G

(Ti;9) (v j ') = €;1-07Mgjt g)-e1j€q° O ~Ygih g')- Gt =

= o~ Yag1a" =
—) Pi,l g (gj',ig ) . P'l,j' = ’.’]., g
where

9" =9;.:9199; 97y 9 ; thus, when =7 and j=j’, we have
simply
(i, ;97 ;19') =7 (99")-
Because of the formula
07,9 =0(e; (107 (g7 g) er) 1) =
= 0o(ey,; €,1)" gitg-olejen) =g,

we see that 7, ; is a monomorphism (i. e. 1s0morph1sm into). Finally, it is proved
that 7, ; (and consequently the restriction of ¢) is an isomorphism (onto) by
the formula valid for any dekK,;

7,;0°d =¢;-07 (gt o (e dey)) e =
= (l’i,l"’ <gj,i eg)- (’1,1')"1'01,,' — €] d"l,/ =d.
We still need to recall the following simple statement. (Cf. [15], [17]).

Theorem 2.2. For any non empty stable subset B of D the three follo-
wing conditions are equivalent

(i) For at least one K,; having a non emply intersection @ with B the
subset o'Q of G contains the  inverse of each of ils elements;
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(i1) There exist nonempty subsets Iy of I and Jg of J and a subgroup
G’ of G that have the following properties: G contains every §; ;{(i,j) €Ig X J p},
B = {de¢D: o'deG and dcK, ;[(i,j) €EIpXJIp]}

(i) B admits minimal right (and left) ideals.

Proof. (i) implies (ii). Because of the fact that the restriction of ¢’ to
K, ; is an isomorphism, there is no loss in generality in taking (i,j) = (1,1)
in the condition (i) which then, (because B is stable) becomes equivalent to
the condition that @' = oQisa subgroup of . Thus e¢; ; = o1 ¢; belongs to B.

Trivially, 1fb€R N B and b’ EL N B, we have bb’ EK ;N B and, thus,

K, ;,NB# o if and only if (i,7) €1g >< J g where I and Jg ‘are subsets of
and J respectively.

Let b be any element from K, ,NB; we have o(e,;b%¢,,) = g €G’
and, since G is a group, b’ = bo1(g" 1) bbelongs to K, ;N B. A straightforward
computatlon shows that bb" = e, ; and, thus, we have e j€Bandg; G for all
(1) € Ip X J g. Consequently, for any such pair (2, 7), the mappings 7, ; and o’
can be carrled out by using multiplications by elements from B only. 1t follows
lnstantly that for any such (i, j) and g € G (rspectively, d € K, j)one has 7, ;g€ B
(resp. o’d € G')ifand only if g € G* (resp. d € B) and this is preelsely the formula
given in (ii).

(ii) mplies (iii). Let I and J, be any non empty subsets of I and J
and G’ any subgroup of G contalmng all the elements g;; (3, j) € Ip X Jp.
In order to prove that B as defined in (ii) admits right and left 1deals it is
enough to show that for any (¢, j) € (I X J) one has
@) B(%.; @) =7 /G".

(T' t,]

ij J

This again is a straightforward computation, which also shows that B?
is contained in B, i. e. that B is stable.

(iii) #mplies (i). Let us assume only that the stable subset B admits mi-
nimal right ideals and, for simplicity, that b€ K, , N B is such that 5B is mini-
mal. This implies in partlcular that, toany b’ €K 11N B, there corresponds at
least one b'" in some suitable K, , that is such that bb'b” — b; wrltmg q=
=ob, ¢'=ob’, 9" = o'b”, it follows that gg’g” =g, i. e. that gi=g="
Thus, since b’ b"b" €K, 1 the set @' = o(K;,,N B) contains o(b'b"b") = g'!
whenever it contains g’. Consequently, G is a subgroup of G' and the proof
is concluded.

It is useful to observe that the apparently weaker conditions (iii)" below
is in fact equivalent to (iii).

(111) There exists a homomorphism y of F which is such that
DUy 1y B= B ani that y B admits minimal righ! ideals.

Indeed, since K,; FK,; = K;,, any homomorphism 7y of F sends
K, , onto a minimal quasi-ideal of yF = F and, consequently, y induces an
epimorphism »’ (homomorphism onto) of ¢ onto the SUSCHKEWITSCH group ¢
of I

Let us assume now that y B admits minimal right ideals ; because of
theorem 2.2, y B admits minimal quasi-ideals and, since (K,,N B) B(K,,N B)
is contained in K,:N B, at least one of these minimal quasi ideals, @, say,

is contained in K, , = yK, ;. Thus y’ @, , is a subgroup @' of G and the stable
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subset G" =y y(K,,NB) of G satisfies the conditions ¢' " ¢’ = ¢’ and
G/ CG”-

From this we conclude that ¢’ = ¢, that is, @, ; = y(K,,N B).

This ends the proof because, when Dny—l yB B, it shows that the
stable subset K, ;N B = DNy~1Q,, is equal to 019’1 G’ where »'~1G is
a subgroup of G, and that, consequently, the condltlon (i) is satisfied.

Let us define a mapping y from F to the set of right cosets of G over (¢
by the rule

xf=G, o(ey; f91,1) .

We have

Remark 2.3. (i) If feD, yf = Gyo'd;

(ii) for any f, "€ F, xz(f")S(xf) (xf")-

Proof. We verify first that for any f€ F and j€J, a(e,,;fe;,;) belongs to yf.
Indeed, fe,.; belongs to a well defined K,; and, using 7,,;, we obtain

fer1=e ‘7‘1(91-.11 U'(/?m)) “6y5) = e G_l("'(f"'l.l)) .

Thus, for any e, ;,
o(ey,jfer1) = oleyj€;1) o'(fey1) € Goyf

This proves the statement (i).
Let now f, f" € F. The product ¢, , f belongs to a well defined K, ; and
we have

o(eyq r e11) = 0(eg, fﬁ,j ¥ e11) = 0(egq f€1,1) ‘7(?1,1‘ f €11):

that is,
1(ff") = (xf) o(ey,; [’ €4,1) and the statement (ii) follows from our initial
remark.

Theorem 2.4. A necessary and sufficient condition that A belongs to
K(F) is that

A={feF: ¥f © 6%

where G’ is any subgroup of G that contains G,.

Proof. The condition is necessary because, if 4 belongs to K(F), its
intersection B with any K, ; is not empty (condltlon 2) and, according to the
condition 1, it satisfies the condltlon (iii)" of theorem 2.2. Thus, by theorem
2.2 and remark 2.3 (i), we have B =AND = {d€D : ydCG'} where G’ is
a subgroup containing G,. Since remark 2.3 (ii) shows trivially that BfB is
contained in B'if and only if yf is contained in G’ the condition 3 of the intro-
duction implies that 4 is precisely the set of those elements from #'.

The condition is sufficient because, if 4 = {f : yfCG"}, remark 2.3 (i)
and (ii) show that A2C 4, and that A N D = B is a stable subset which satisfies
the conditions of theorem 2.2 and BAB = B. Thus the conditions 1 and 2
are satisfied and since, as above, BfB is contained in B only if yfCG’, the
maximality condition 3 is also verified.

As a consequence we have
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Corollary 2.5. If 4 belongs to (#) and if the index m in & of the subgroup
@' defined above is finite, at least one positive power /™, m’ < m of each f
belongs to A.

Proof. Let us observe that, for any f, f'€ F, one has G'y(ff') = G'yf’
if and only if G'yf = G, that is, by theorem 2.4, if and only if f belongs to A.

Since, by hypothesis, not all the m 4 1 cosets

QL Gyl G o Gl

are distinct, one must have G'yfm" = G'yf+m” i e. fn' € A for some positive m’
at the most equal to m.

§ 3. The conditions U, .

In this § we use the following conditions U, (x = d, r, f, k) for charac-
terizing K(F). We recall that U, is defined by

Ug): fANAfN A+ o only if feA.

Thus, if 4 is a nonempty stable subset satisfying U, it is a submonoid
(i. e. it contains the neutral element ¢ of F) because eANAdenNd & @. It is
readily verified that, when A is stable, equivalent forms of U, are

fANA+@and AfN A+ @onlyif fe4d,;

(because a, af = a, € 4,and a’, fa’ =a; € A imply (a; a) f = f(a’ a;) =
=aya; € A)

and, also

a, af, fa¢ A only if f ¢ A.

We define U, by

(U,): Afn A+ @only if feA.

Then, U, (or the symmetric condition U, fANA =+ @ only if f€A4)
implies U,. As it is easily checked (Cf. the beginning of 4 below), U, is equi-
valent to the condition 2’ of the introduction.

When A4 is a submonoid, the conjunction U, of the conditions U, and
U, is more expeditiously written as

(U,): ANAfA &+ @ only if f€ A.

A theory of the subsets, which satisfy U, (x = r, [, k) ("les complexes
unitaires’) is due to P. DUBREIL [6].
We first verify the following

Remark 3.1. When the submonoid A of F satisfies M,, N, and U,, the
condition N, (respectively N,) is a necessary and sufficient condition
that it satisfies U, (respectively U)).

Proof. Because of M, we can assume without loss of generality that #
itself admits minimal right and left ideals and we use freely the notations of
§ 2. The condition N, can be taken as the hypothesis that AN K, is not
empty.

Let us first verify that B = 4 N D satisfies the condition (i) of theorem
2.2 (i. e. @' = o6(ANK,,) is a subgroup of @). Indeed, if g = oa €', for some
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a€ ANK,,, the element b = o~ g~ 1 satifies the relation ba® = a*h = a, that is,
bANAbNA #+ @. Thus, by U,, b€ 4 and, finally, g1 = b€ @Q'".

(Reciprocally if F reduces to the union of D and a neutral element e,
it is easily checked that for any B satisfying the conditions of theorem 2.2
the submonoid union of B and e, satisfies the condition U,. Indeed, for any
deD,

dBNB+ @ and BdN B+ @ imply d€K,; with (i, j)€Ig X Jp

and, then b, db € B implies o'd € Q).
Now we have :

N, implies U,.

Because of our hypothesis N, is equivalent to the requirement that
every ¢, (i €I) belongs to A4, or, in the notations of theorem 2. 2, that I = I,
It follows that for any d€D, 1f bd €A for some b EB then d belongs to 4; 1ndeed
bd € A implies d € L;, where j€J g and o'd € G’ since G’ is a subgroup which
contains all the elements g;; with (¢, j) € IXJp.

This practically ends ‘the proof because 11 a, af € A, the element d = fe, ,
from D satisfies the condition bd € A with b = e,,a € B. Thus we have, a, af,
€11, fe1,1 €4 and, by U,, we conclude that a, afEA only if f€ 4, that is, U,.

he reciprocal statement (U, implies N,) is contained in the followmg
slightly less special implication which will be needed later :

When M,, N, and U, imply N,.

We assume that # itself contains an element » which is such that the ideal
rF is minimal ; thus, because of N,, 4 contains at least one element b € FrF N A
which is such that bF is a minimal right ideal.

Let us show that ANfF == for all f€ F, (i. e., N,); indeed since bF
is minimal, there exists at least one f” which is such that b = bff’. Because of U,
the product ff* belongs to 4 and this concluedes the proof.

Theorem 3.2. [f the submonoid A satisfies M,, necessary and sufficient
conditions that it belongs to R(F) are Uy and N, or U, and N, or U, and N .

Proof. Let us assume that 4 belongs to {(F) and use the notations of
theorem 2.4 ; by corollary 2.5 every idempotent of ¥ belongs to A, and con-
sequently A satisfies N, ; the fact that AfANA = @ onlyif fe4 (i. e. Uj)
has already been verified in the proof of theorem 2.4.

Reciprocally, we observe that, according to remark 3.1, the three con-
ditions ”U, and N,,” are equivalent to U, and N,”” when A4 satisfies M.
Using the notations of remark 3.1, the condition N, imposes that B = 4 nDo
intersects every K, ; and consequently B = {d€D: ydC G’} where G’ is a
subgroup contamlng G, ; once more, since BfB C B only if yf is contained
in " we finally obtain 4 = {f: yf N G’} and the result is entirely proved.

§ 4. The set of conditions (1’, 2’, 3')

In order to make the proof clearer we recall first the following well
known result (Cf. [19]) :

Theorem 4.1. To any nonempty subset X of F there corresponds one
quotient monoid yx F which is characterized by the following properties
(i) The homomorphism yy is compatible with X ;
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(ii) If y' is any homomorphism of F compatible with X,y F is a
homomorphic image of y'F.

Proof. Let us consider the mapping Ay of F to the subsets of F' that is
defined by

xf={f€eF:ff eX}
(Cf. [5]).

We have

.ifaxeX, Ay f= Agzonly iffe X (because Ay f contains e if and only if
f€ X)
2. if Ay f = Ax f', then Ay (ff") = Ax(f'f")forall f" € F.
Consequently, if S denotes the set of all Ay f(f€ F), we can define a
representation (S, #) — S by

(Ax ) f' = Ax(ff’) for any Ayf €S and ' € F.

We denote the corresponding homomorphism of ¥ by y and we observe
that the congruence relation yxf=yxf (i. e. Ax(f'f) = Axf(f"f’) for all
{” € F) can be expressed in the symmetrical form

for all f,, f, € F, f,ff, € X if and only if f,f'f, € X.

This shows 1nstantly that y is compatible with X since efe € X if and
only if f€ X.

Let now p’ : F — F be any homomorphism and define X =y’ X ;

we can construct in the same manner as above a quotient monoid yx # and
for any 1€ F we have yp v f=yx 7' [ only when for all f,, f, € F

7 hif: €y’ X if and Only if V flf ey X

Consequently, when ' 719" X = X, we have yx v'f = yx »'f’ only if
yx [ = yx [ and the result is proved.

Incidentally, the notations introduced provide the formal verification
that U, is equivalent to the condition 2’ of the introduction, because on the
one hand, if 4 is stable and if it satisfies U,, we have e€ 4 and 1,a = A4
forany a € A ; thus 2, e = 1, fif and only if f € 4 and A is precisely the sub-
monoid which lets 2, e invariant in the representation (S, F) — S described
above. On the other hand, if S’ is any set and (S’, #') -8’ a representation,
for any given s € S’, the submonoid 4’ = {f € F : sf = s} satisfies U, because
of the associativity.

Theorem 4.2. If the stable subset A of F satisfies M,, N, and U,, it
belongs to R(F).

Proof. Since N, is stronger than N,, we already know by the last part
of the proof of remark 3.1 that 4 satisfies N, and we shall repeatedly use this
fact.

Without loss of generality we shall assume that F =y, F : conse-
quently, because of theorem 2.1 and M,, the monoid F itself admits minimal
right ideals ; it will be enough to verify that it admits also minimal left ideals,
because, then, by remark 3.1, U, is a simple consequence of M,, N, and U,.

The verification involves three steps.

i. Let b€ A4 be a fixed element such that »# is a minimal right ideal (such
an element exists because of N,). We verify that for any f € F there exists
at least one ' € F which is such that 2, fb = 2, f'b%
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Indeed, by N,, fof, € 4 for some f, ; by N,, {'b*f, € A for some f'; by
the hypothesis that bF is minimal, bf,f; = b for some f,". Thus

Iafbfy =251 0%, =4
because of the hypothesis that 4 satisfies U,. Finally, multiplying by f; we get
Iafb=2af0h i =24 2 Fifr= 2] 0?

and our remark is proved. B B
ii. Let us keep the same notations and define b by the condition that 6® b = b.

From the relation 1, fb = 1, {'b%, we deduce by multiplication by bb that
Ay fbbb = A, 82bb = A, /02 = A, fb.

Since this holds for each f € F, it follows from the hypothesis y , ¥ = F
that bbb = b. Consequently b b is an idempotent.

The last step is classical (cf. [3], [15], [16]) but we include its proof
here for the sake of completeness :
iii. If F contains an idempotent ¢ which is such that ¢/ is a minimal right
ideal, then, Fc is a minimal left ideal.

Indeed, for any f, € F, we have cf,cf, = ¢ for some f, and cfycf; = ¢
for some f; because of the minimal character of ¢#. Multiplying the last
equality by cf, we get

cfiefacfs = cfie; that is céfsc= ¢ fic

Consequently, cf,cfic = ¢* = ¢ and the result is proved since we have
shown that ¢ belongs to any left ideal Ff,c.

Remark. Counter examples (cf. [13]) show that it is not possible to
dispense entirely with some requirement on the minimal ideals in the various
implications between the conditions N, and U,, described here.

For example, let F' be the monoid of permutations of the set of integers
generated by the translation n —~n + 1, and n —n — 1 and the permutation
which lets invariant the negative integers and which consists of the cycles

PRGN, (e R | g
(1,2) (3,4,5) (6,7,8,9) . ... ”7; ,""2 +1,...,""2H—1...

Let A be the submonoid of F that lets 0 invariant. It is easily checked
that y ,F = F, that F' has no minimal ideals and that A4 satisfies N, and U,.

We conclude by giving a simple characterization of y , F' for any 4 from
S(F) (cf. [14]).

The notations are that of §§ 2 and 3.

Remark. 4.3. If 4 belongs to S(£'), a necessary and sufficient condition
that y,F = F is that f = f’ if and only if

7o(ey,; feq) = moley,; [ 1)

for all (¢, j) € I xJ where zis a homomorphism of (¢ whose kernel, E, is the
largest normal subgroup of ' contained in G'.

9 A Matematikai Kutaté Intézet Kozleményei VI. A/3.
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Proof. Let us observe that because of U, and N, the relation f,ff, € A is
equivalent to e, f, ffs €11 € A for any three elements f,, f and f, of F. With
the help of the mapping 7, ; (¢f. § 1) can we write ¢,,f, and foe,; as (671 g,)e;;
ande;, (071 g,) respectively, for suitable g,,g, € G and idempotents e,; and e, ;.

Thus, f,ff,€ 4 is equivalent to g,0(e, fe;,)g, € G’ where g,, g, and (3, 7)
do not depend upon f. It follows from the definitions of y , that y ,f" if and only
if for each (i,j) € I xJ and, then, for all g,, g, € G, one has g,0(e, fe;,)g, € G’
when and only when g,0(e,,f'¢;,)g, € G'. Since for each (7,j) this relation bet-
ween g = o(ey,fe;;) and g’ = o(e,,f'e;,) is precisely ys g = ys- g’ and since
E is, trivially, the kernel of y,. the result is proved.

It follows that a set of necessary and sufficient conditions that D =
— AT

i. the only normal subgroup of @ contained in G' is {eg;} ;

ii. the J x I matrix (g;,) has all its rows and columns distinct.

As an application we can display the following example which shows
that, even if F is finitely generated, the condition that for some fixed finite
m, f™ belongs to A for all f € F does not insure that y , F has only finitely many
minimal quasi ideals.

Example. Let F consist of e, all the powers a™ of a certain element «
and of a minimal two-sided ideal D of the type described in § 1. The group &
will be the symmetric group on three elements generated by a and f satisfying
the relations a? = 3 = (af)2 = ¢; ; I, and J will be the set of positive in-
tegers.

The element a is entirely defined by the rules :

71,41 (eg) if j is not a power of 2,
7y,j+1 (@) if j is a power of 2.

We define the right ideals R, by R, = ¢,,F, R;,; = aR, and, accordingly,
the matrix (g;,) has all its entries in the subgroup G/ = {e;, a }.

Finally, 4 = {f € F : yf = G} contains the sixth power of every element
of F and it belongs to &(F).

By considering for each value of m > 0 the sub-block of the matrix
(9;,) determined by 1 <4 < 2™, 1 4 2™ < j < 2™+, one easily checks that.
no two rows of this matrix are the same and that consequently, it also contains
infinitely many distinct columns.

Thus y 4 F is not finite and, since F is generated by a and b = 7,,(B),
the example has all the properties stated.

(Received May 28, 1961.)
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Ob OJHOM CEMENMCTBE NnOQMOHOU0B
M. P. SCHUTZENBERGER
Pe3tome

B oroil 3ameTKe omuchiBaeTcss HeKoTopoe cemeiictBo K (F') moamoHOUIOB
monouga F, umeomux CBOHCTBA, BO3MOXKHO 0JIM3KHE K CBOMCTBAM INOATPYII
HexkoTopoil rpynnel. Ecin F — cBoOOJHBIA MOHOUJ, TOr/Ja IIOAMOHOU (LI CEMeii-
crBa K(F) uMelOT NPUTIO)KEHMST K HEKOTOPBIM BOIIpOCaM KOAMPOBAHUS Kak
0cobomy ciyyaro cBOOOJHBIX MOAMOHOMAOB MOHoMAA F'. XapaKTepHo, uTo ecim
A npunamnexur K(F), To pist Kauoro f € F naiigercst Xots Obl 01uH f* TaKoH,
uto ff’f € A (cyuectBoBanue cnaboro o0paTHOro 3JeMeHTa) U, HA00OPOT, €ciu
f w ff’f npunagnexar A, 1o f° TOXKe nNpuHALIEKUT A (KaKaplid criabblii
o0 paTHbIi HEKOTOPOr0 dyeMeHTa noamononaa A € K(F) npunaanexut A).

Bonpmasg yacTb CTaTbU IOCBSIEHA AMCCKYCCHU TOI'0 3aCIy)KHBAIOLIEro
BHUMaHUsT haKTa, uyTo Npu OOBIYHBIX OIPAHHUEHUSIX OTHOCHTEJILHO CYILECTBO-
BaHMs MUHUMAJbHBIX WJ€aJ0B I3TU JABYXCTODOHHHE YCJIOBUSI COLEp)KaTcsl B
eute 0osiee cabbIX AHAJOTMUHBIX OJHOCTOPOHHBIX YCJIOBHUSIX.

9*
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