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ABSTRACT

The paper explores the potential applications of Large Language Models (LLMs) like ChatGPT in the
legal field, focusing on how they can enhance access to law. We begin by elucidating the fundamental
workings of LLMs and their current and future general applications. The core of our study predicts
the utilization of LLMs in various legal domains, especially where tasks like text retrieval, generation,
labeling, and classification are prevalent. We argue that tools like ChatGPT could play a pivotal role
in these areas. Additionally, we discuss the limitations and customization requirements of LLMs,
particularly for legal uses. An experiment conducted by one of the authors, involving a tailored version of
GPT for small law firms, serves as a practical example, but building on this, the paper also proposes ways
in which LLM-based applications could democratize access to justice, making legal assistance more
accessible and efficient for the broader public. This study contributes to the understanding of the
intersection between Al technology and legal services, highlighting both the opportunities and challenges
in this field.
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1. INTRODUCTION

This study seeks to answer how computer programs similar to ChatGPT (that are based on Large
Language Models (LLMs), which can ‘understand’ human (natural) text and generate a response
accordingly), can be used in the field of law, and more specifically, how they can improve access
to law. Since these systems have only recently become available to the wider public, it is not our
goal to outline a comprehensive vision of the future. What we can undertake in this study is to
suggest some possible uses based on the current capabilities and limitations of these LLMs.

The study proceeds as follows. In the first, introductory part, we briefly describe the essence
of the operation of LLMs, and existing and prospective general (non-legal specific) uses. In the
second part, we ‘predict’ the uses in law. Within this, we give an account of those legal fields,
where text retrieval, generation or labelling or sorting (classification) is the primary goal, and
therefore it is very probable that GPT, or similar LLMs can play an important role in the near
future. In the third part we list the limitations and customisation needs of ChatGPT or OpenAT’s
GPT in general, providing an example of an experiment that one of the authors conducted
regarding the customized version of GPT for small law firms. Then, partly based on this, we also
outline some possible ways in which LLM-based applications can contribute to access to justice
for the wider public.

2. TECHNICAL BACKGROUND AND GENERAL USE

2.1. What are large language models?

Large language models are a very successful set of tools that belong to the Natural Language
Processing (NLP) branch of the wide field of artificial intelligence (AI). Al also refers to several
other areas, such as machine perception or robotics, but these areas have little direct impact on
the world of law, so we will not deal with them. NLP is a field of scientific study and engineering
that is related to modelling the use of natural languages, and to solving problems related to the
generation or ‘understanding’ of such text.

Within NLP, language models have been used since the late 1940s" as (probabilistic) compu-
tational models representing how people interact with their environment through the use of
natural language. Such models capture statistical representations of the natural language people
use, to answer questions such as, what is the likelihood of specific words appearing after another
given word or groups of words? Based on this capability, various algorithms have been used in
a wide range of applications, from generating natural looking text to machine translation,
summarisations, or sentiment analysis.

While there have been many different approaches to how languages are modelled in com-
puters, in the last ten years, neural network-based language models have become the most
successful at this task. The availability of enormous amounts of data and the capabilities of
the latest neural network architectures called transformer-based models® have made these types
of language models the dominant approach within many fields of NLP.

IShannon (1948).

*The current generation, including GPT, is based on an architecture called Transformers, see Vaswani et al. (2017).
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Neural networks are a concept of computation very different from traditional computers,
which belong to the so-called von Neumann architecture. While computers are explicitly
programmed with rules to follow, neural networks learn all their ‘programming’ during opti-
mization and training. Whereas traditional computers have separate memory and processing
units, neural networks are built on many” separate, very similar processing units (called artificial
neurons) that are organised in different layers and interconnected into networks in accordance
with the tasks they are used for. When they receive feedback regarding their outputs, they
change their operational parameters (weights and biases) until these parameters achieve
an optimum during their training. This approach makes it possible for neural networks to
efficiently perform complex tasks such as NLP that simply cannot be achieved with traditional
programs. On the flip side, it also makes them less interpretable than traditional computer
programs.

Neural networks* work in such a way that they are not explicitly programmed, they are just
optimised during training so that the given neural architecture performs the given task effec-
tively by using the results of the training, called the parameters. The optimised ‘model’ contains
both the parameters (weights and biases) and the architecture itself.” This model is used for a
specific task, such as text generation or classification, where a program library provides some
input (a numerical representation of a text®) to the neural network, and the neural network
generates outputs (also called as ‘predictions’) as quickly as possible.

Neural networks have been built according to many different architectures, and as we have
mentioned above, being able to train these networks on the huge amount of data that recently
became available has been a real game-changer in terms of their capabilities. One of the major
reasons for this breakthrough is the ability to effectively train these models on a vast corpus
acquired from the internet without the need for humans to manually create enormous amounts
of training datasets for language understanding tasks (e.g., for a given input, what would be the
correct output?). Creating such human ‘golden sets’ for all the different possible tasks of a neural
network would be prohibitively expensive. Instead, automated training methods are used with
the huge datasets, and these automated methods can substitute manual creation of golden sets.
For example, masking a certain word in a text and predicting what that masked word could be is
one such method - this method is often referred to as a type of unsupervised training of the
language models.

Since 2017, the most performant language models have been created in two phases: first,
a pre-trained model is created using unsupervised training methods. This is the most resource-
intensive part of the training and is thus very expensive; nobody really wants to repeat it
unless necessary (e.g. to get better results for a given language).” However, for most models,

*With current large language models, these numbers are in the magnitude of several hundreds of millions of artificial
neurons and more.

*Of course, both the architecture of neural networks and the libraries calling these networks from traditional computers
still have to be engineered to the specific task.

>This is a language model, but the word ‘model’ here also refers to a specific instance of the neural network as a
computing application, containing one or more files invoked by the computer (e.g. a text representation of the archi-
tecture and a .h5 file for the parameters).

®Called embeddings.
7Nemeskey (2021).
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the pre-trained phase is not directly usable for real-life NLP tasks (for example, it can guess a
masked word very well, but that is hardly a practical use case). That’s why a separate fine-tuning
phase is needed after the pre-training. Fine-tuning is much less resource intensive; only a few
hundred examples are often sufficient, but usually, a different fine-tuning is needed for different
tasks, such as multi-label classification of text,® extractive question answering,9 or text
generation.

Since 2017, these pre-trained models have improved the state-of-the-art results in many
benchmarks and outperformed other models that might have been trained from the ground up
for a given task (with e.g. task-specific neural network architectures).'’ These pre-trained models
have shown the power of large, generic language models that are trained on a huge corpus,
and have also clearly shown that the larger the training data is, the better the results will be, and
the more performant the model will become. Also, these pre-trained models have clearly
demonstrated that they can be used to retrieve not only linguistic but also common sense
and world knowledge."'

Hardly two years later, another revolutionary change took place:'* some of these large lan-
guage models became even more versatile in terms of their capabilities, requiring no further
fine-tuning to achieve impressive results on benchmarks. When published, GPT-3"> was unique
in being able to be adapted to many (‘downstream’) tasks without fine-tuning, and when
provided with a few in-context examples, GPT-3 was able to generalize to unseen cases
without further fine-tuning. The model attained a versatile meta-learning ability, so that
even without expensive fine-tuning, it can effectively recognize the patterns necessary for giving
the correct answer.

While fine-tuning is still able to improve their performance, these models are capable of
achieving excellent results in a large number of fields with minimal or no fine-tuning at all.
Instead of the relatively resource intensive fine-tuning on hundreds of examples, now it is
sufficient to give a dozen or even fewer examples (in few-shot learning). Even better, different
tasks can be achieved by using different human-engineered (and human readable) prompts.
For example, a classification can be carried out with a simple prompt such as the following:
‘Which of these choices best describes the following document?: “[Class A]”, “[Class B]”,
“[Class C]”, while a text can be changed from first person to third person by giving the simple
instruction ‘Convert this from first-person to third person (gender female)’. Astoundingly, these
prompts can lead to language models performing complex tasks, such as translating code'* into
human languages or the other way around, or translating between human languages.

8For example, labelling all sentences in the judgements that are related to competition law.

“Based on a longer text, providing short answers to questions asked by the users during inference time, such as what
kind of terminations are included in the contract, who the contracting parties are, etc.

'%This is called the pre-training and fine-tuning paradigm; see Liu et al. (2021).
"petroni et al. (2019).
121 ju et al. (2021).

13See Brown et al. (2020). Although, even GPT-2 had similar flexibility and meta-learning capabilities, it was considerably
less effective, see also Radford et al. (2019).

See, for example, the specific Codex model released by OpenAl prior to GPT-3.5 and 4 (that has since been superseded
by these).
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While this revolution was already accessible to specialists back in 2020 (and to programmers
in 2021), the visibility of this exploded into public awareness only with ChatGPT in late 2022.
This approach works only with the largest of the transformer-based generalist models that rely
on prompts (instructions, completions, demonstrations) as described above. Even these generic
language models need further research and fine-tuning to suitably follow instructions and to
avoid harmful responses."

Before turning to the use of OpenAl products and their APIs (application programming
interfaces), we have to underline that these capabilities are not specific to OpenAlL'® although, at
the time of writing this study, they have a clear technical lead ahead of other companies, and an
unquestionable lead in marketing.

This study is not a technical paper about what kind of LLMs perform better in NLP tasks,
nor should it be understood that the types of models that we discuss (e.g. autoregressive or
unidirectional language models or those using prompt-based methods) are inherently better
than other models (e.g. such as the bidirectional model called ‘BERT’). We just want to provide
some specific examples of the use of LLMs in the field of law that either already work in practice
or could at least work in theory. In this study, we are interested in exploring LLMs that are
relatively easier to implement for a larger user base, because this perspective is a priority for our
research.

2.2. What is GPT?

Since 2018, OpenAl has released a number of new versions of its autoregressive'” type of
language model called GPT (Generative Pre-trained Transformer), all being trained on larger
and larger texts (corpora) with some changes in architecture. The first version to make the
headlines as a possible way ‘to spread misinformation’ was GPT-2, but each new version came
with progressively more media coverage and frenzy.

With the help of the GPT-3 model, it was possible to run various labelling, text generation,
text completion, summary, translation and generally dialogic tasks by means of text task def-
initions (prompts) as mentioned in the previous point, but this could only be done via appli-
cation programming interfaces (APIs), so most of the world simply did not take notice of
this (or any other models outside the workshop of OpenAl with similar capabilities).'®
The performance of the GPT model was further enhanced when OpenAl introduced GPT-3.5
on 28 November 2022.

Two days later, ChatGPT was introduced as well, serving as a user interface primarily
for consumers to access a fine-tuned version of the GPT-3.5 model. The media coverage was
significantly boosted by the release of this ‘consumer front-end” for the language model, fine-
tuned for chatbot functionality. To achieve the impressive performance of GPT-3.5,

"*See the example of what work had to be done for the language models of OpenAl to understand and follow instruction
prompts (‘InstructGPT’) at Ouyang et al. (2022).

1%Wei et al. (2022).

'"Here, autoregression means a training approach applied to a deep learning architecture, where the training is done by
learning to predict the next token in a sequence where the previous tokens are given.

80ne notable exception was the GitHub Copilot released for the public on 29 June 2021; see linkl.
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a considerable amount of human feedback was provided in a reinforcement learning method'”
to make the answers (chat completions) as close to what humans would expect as possible.*°

The latest generation, GPT-4, was made accessible on 14 March 2023, offering substantial
improvements over the previous GPT-3.5. Since March, users can enjoy the chatbot function-
ality of GPT-4 as well, under the trade name ‘ChatGPT Plus’, for a monthly fee of 20 USD
(+VAT).*

Originally, chat functions within NLP were only used as a special field to enable convincing
conversations, reduce the costs of the prohibitively expensive call centers or customer service
support lines by answering simple questions online, or asking frequently needed clarification
questions (e.g., before submitting a ticket to a human operator, or making reservations, etc.)
Question and answer uses were made possible by matching dialogues with the most
probable intentions, holding conversations, and extracting relevant information from previous
statements. However, with the capabilities of ChatGPT it became clear that chat functions
can also serve as an excellent interface for all the different varieties of tasks that LLMs
are capable of, and understandably, human users prefer this approach as long as it remains
reliable.

ChatGPT is a system whose operation is not transparent for end-users. Inputs provided by
the users (even by paying users) may be used for further training of the model, and the language
model (currently GPT-3.5 and GPT-4) is fine-tuned for chat discussions, with a user interface
provided for chatbot use.

Even though ChatGPT uses very capable models, it is important to be aware that ChatGPT is
not suitable for professional use other than research or replacing web searches (provided that no
confidential information is used in the search queries). ChatGPT is a consumer product, and
business users will have to rely on the application programming interface’ made available by
OpenAl. This programming interface uses the same model as ChatGPT but with some crucial
differences: a) data provided via these APIs is not used for training (as stated by OpenAl in the
terms of use at the time of writing>’); and b) there is a very low fee to be paid based on the length
of the text submitted and received.

Today, the largest language models are certainly capable of creating text of a quality that is
difficult to distinguish from human-generated text. Based on the samples provided, linguistically

“Reinforcement learning is a type of machine learning that is not referred to as either supervised or unsupervised
learning. The learning agent is able to process some input from its environment as a feedback, and thus updates the
connections within the neural network; see Russell and Norvig (2016) 830.

*'This Reinforcement Learning from Human Feedback (RHLF) was first researched by OpenAl with InstructGPT;
see Ouyang et al. (2022); and see also footnote 15 on how the InstructGPT was essential in the creation of ChatGPT
as well.

*'Even though the chat function in the search engine Bing is supposed to be using GPT-4, currently, in practice
the answers are much more restricted and cautious in Bing compared to what is available on ChatGPTPlus or via
the APIs.

#2Using specific libraries provided by OpenAl, very simple computer programs invoke this API, for example, defining a
prompt and providing some optional examples, then sending the ‘openai.ChatCompletion.create’ message.

23Gee 3.(c) of Terms of Use at link2. (at the time of access): ‘Use of Content to Improve Services. We do not use Content
that you provide to or receive from our API (“API Content”) to develop or improve our Services. We may use Content
from Services other than our API (“Non-API Content”) to help develop and improve our Services. ...’
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correct complex transformations can be carried out on some sample texts, be they contractual or
judgment provisions. However, this does not mean that the use of these models does not have
fundamental application limitations, which, for example, the publishers of the GPT model also
describe over several pages,”* and which are applicable to ChatGPT as well.

Translating these deficiencies into practical terms from the legal point of view, in a way that
allows us to draw conclusions affecting a wide range of society, is not an easy task. This will only
be possible through extensive mapping and experimentation of individual applications. How-
ever, such experimentation and research are essential, as the training of future professionals
must be based on these revealed and abstracted limitations, and the tasks of legal work must be
adapted to such characteristics.

It’s crucial to understand that there are other, fully open and downloadable large language
models similar to GPT that are almost as good in many respects. There are also language
models that perform even better at certain tasks than GPT. Due to the current setup
and limitations (e.g., GPT is not available for download and can only be used via the API
provided), it is simply not possible to carry out certain essential language-related tasks when
using GPT.

Nonetheless, the availability of prompt-based, few shot learner large language models
capable of carrying out various NLP tasks with just a human-readable change of the prompt,
and by simply providing instructions, will not only change the economics of the legal profession
and the way we carry out these tasks, but in the long term, it may also change law itself (and
most other professions without a dominant physical element). Some authors from reputable
universities have even dared to call the GPT model a first, early manifestation of artificial general
intelligence (AGD.»

So even if GPT-4 is not a ‘strong AI’, and even if it will never be able to conclude the never-
ending disputes about how to achieve artificial general intelligence (and also how to define
human intelligence and humanity or how to differentiate our roles from those of other types
of intelligence), it is a clear sign that there are unexpectedly simple mechanisms working behind
our complex language capabilities, including our legal thinking. Probably, a lot more of these
activities can (and should) be automated than we are currently comfortable with.

3. PRACTICAL USES OF LLMS IN LAW

The purpose of this section is to present the most important uses of large language models
(LLMs) in law, where we mean LLMs with capabilities at least as advanced as that of GPT-3.
In some parts, more specific examples are useful both as illustrations and as support for our
claims; there, we might refer to the capabilities of GPT-3.5 or GPT-4 (even if we just use ‘GPT’
in general). The list below is far from complete. Additionally, we note that so far, only blog posts
and non-scientific analyses have been published on the operation and legal uses of GPT. No
systematic, scientific investigation has yet been published, so we have had to treat the cited
sources with criticism.

2*OpenAl (2023).
Z5Bubeck et al. (2023).
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3.1. Text retrieval and legal information for the public

The earliest legal activity to be computerized was text retrieval. Searching in large bodies of text
(e.g. a massive legal case database) with simpler tools (e.g., full-text search engines, or with the
help of other content-oriented tags and indexes) has existed since the 1950s. However, text
retrieval for legal use became truly effective when semantic search appeared. Semantic search is a
collective term that refers to methods that use, in addition to plain text, either the searcher’s
intention or the representation of the deeper relationships of the sources (texts, images, other
digital files) to find and output the results. The machine may recognize deeper connections (e.g.,
by recognizing the context described above or by recognizing image elements), or they may be
produced beforehand through human effort (e.g. by labelling). The best example of an advanced
semantic search engine is Google itself, which tries to figure out the searcher’s intent based on
various factors, including their geographic location and search history. It also determines the
‘deeper meaning’ with the help of millions of parameters, including how many other pages refer
to the given webpage or text.

LLMs can bring a real breakthrough in the search of legal texts. However, search and
retrieval of legal texts is not as easy (yet) as simply asking a natural language question or feeding
the LLMs with all the legal texts, expecting them to ‘remember’ them, and then asking questions.
The problem lies more in the first part of the process.

While LLMs can answer questions they were pre-trained on®® - and a surprisingly large
number of legal texts have been included in pre-training?’ - this approach is not very practical
for legal uses. First, the pre-training was carried out based on data prior to September 2021 and
is not updated periodically, neither with laws nor with court cases. Secondly, in legal work,
having access to the widest possible scope of relevant public documents (including local regu-
lations and court cases) is often critical, and reviewing non-public documents, such as contracts,
also forms an essential part of legal work.

These large legal texts cannot be simply fed into the model because the maximum length of
input text for LLMs is rather limited. For example, for BERT, this is as small as 512 tokens,”® and
even for the latest GPT-4, this peaks at 32,768 tokens. That is why, even with large language
models, one has to use a staged information retrieval: a first step uses a fast, but coarse retrieval
method, and a second stage ranks the possible set of answers and either presents it to the user as-
is, in its raw form, or answers the question from the input provided by this retrieved document
snippet and a chat completion function.

2%petroni et al. (2019).

*’With ChatGPT, we can identify that pre-training included many acts of the Hungarian Parliament before September
2021, and also some government decrees etc. Of course, the scope of documents included in the pre-training are
probably larger for legally relevant English language documents as well (e.g. 92% of the 570 GB corpus used for pre-
training GPT-3 was in the English language, and ‘only’ 0.08% in the Hungarian language, which is relatively high,
considering that the second largest corpus of French and the third of German are also only around 1.8 and 1.7%,
respectively); see link3.

*8The conversion between text and token depends on both the language and the embedding methods used in a language
model. For illustration, Article I of the Treaty on European Union is 677 characters in English and 142 tokens in the
embedding used by GPT-3, while it is 630 characters in Hungarian, but 362 tokens.
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The question of providing a better neural network based solution to the first step is not
trivial, and is subject to numerous research® projects. However, there are already some solutions
that work to some degree and rely on the capabilities of large language models. Being statistical
models, all language models have to use numerical representations of the text, called embed-
dings. Different embedding methods have different costs in terms of use and provide different
performance. Large language models use ‘contextualised dense vector embeddings’. This means
the following: while standard, term-based information retrieval methods (such as TF-IDF) rely
on the frequency of occurrence of specific words in a text (or documents in a corpus), and
retrieve information based on such frequencies in the keywords of the question, neural retrieval
methods rely on a neural network based transformation of both the question (query) and the
documents to be searched. These learned transformations are called embeddings, and they are
able to capture the semantic similarity between words. ‘Contextualised” embeddings like those
used by LLMs can also capture context-dependent meanings of the words. This enables a much
richer understanding of words and sentences, both in the question (the information retrieval
query) and within the documents to be searched through.

Thus, LLMs can help even with the first stage of information retrieval by converting the
documents, document parts — or even just some automatically generated summaries of larger
documents - into contextualised dense vector embeddings and storing them in a fast database.
When a question is formulated for the search in a natural language query, LLMs are used to
transform the query into an embedding, and the vector database can be efficiently searched for
the closest, most similar embeddings, which also means the documents (parts or summaries)
that are closest in semantic meaning to the question.

A second stage can be used to review, rank or score the several ‘possibly relevant’ document
parts and retrieve only the most relevant, or to feed the LLM both the retrieved short document
part and the query as a prompt (input). This latter version could be used to either directly
answer the question in natural language or to extract the relevant part of information from the
given document part (e.g. the date of termination).

While such solutions may even be integrated into ChatGPT,* the most important aspect
from the point of view of access to justice is that it can revolutionise the provision of legal
information to both professionals and laypeople.”'

Relying on legal texts and expressions in their context, LLMs could, in theory, be made able
to answer questions asked by laypeople in non-legal language, and to formulate the answers in
non-legal language. In addition, instead of simply repeating the text extracted from legal
sources, it can respond precisely to the question asked and reformulate legal information
into practical steps. These models can produce all this in continuous operation (24/7),
practically immediately, with minimal costs and without any necessary social interaction with
humans.

However, there are certain limitations and customisation needs for the system, which we will
address in section 4 below.

29Gee Luan et al. (2021); Ma et al. (2021).
30Gee link4; link5.
*IFor example, see the possibly largely computer generated blogpost, Rogan (2023).
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3.2. Text generation and document assembly

Another form of use, which was computerized and utilized by legal professionals early on, was
text generation, more specifically, document assembly. Document assembly systems usually
consist of two different modules: one focusing on the authoring of the templates (defining
relevant text parts, their relationships, sources of information to be included, and the business
logic that defines the document creation process). The other module is the interview module,
where end users input all necessary information specific to the instance of the document being
created. The system fills out variables, combines the text elements according to users’ instruc-
tions, and prepares a relatively accurate document.**

Since GPT was created specifically to produce text, it’s no surprise that ChatGPT can write
almost perfect legal documents at first glance, as noted by Jack Shepherd in his blog about
ChatGPT. At the same time, considering that LLMs do not understand the law in the same way
people do but put one statistically appropriate word after another, it is normal that such
documents contain a number of quite primitive errors.>> As Shepherd notes, since it does not
understand the context, it very rarely asks clarifying questions before providing some results. For
example, it never asks about the governing law and thus sometimes produces sentences that
make no sense overall. His conclusion is that ‘at least right now, the use case for that version of
ChatGPT that he was using is less drafting contracts and more producing first drafts of contracts’.

This blog post was about using version GPT-3.5 on a chat tool that is not intended for
professional use. How could legal professionals make good use of LLMs in terms of text gen-
eration and document assembly?

Similar to text retrieval, LLMs can be used in a multi-staged approach as part of a more
complex system. If we just focus on the text generation of larger documents such as contracts, a
possible approach would be to define and engineer three different steps.

The central part of the document assembly solution would be an approved clause bank that
would operate similarly to the first stage of the text retrieval ‘text base’ as described above. The
clause bank is to be built from generalised provisions of text that can be reused in as many
contexts as possible, while:

a) still retaining clear references to the specific roles of entities appearing in the clause (including
both subjects such as parties or objects such as properties, movables, rights, etc.), and also

b) storing pertinent metadata about the given provisions (such as the governing law or juris-
diction where the given clause may be used, how much and in what way the provision
benefits certain contracting parties, or any other information that would be relevant in a
specific context and for inclusion in a given document).

Here, LLMs’ job is merely to facilitate a search based on content (represented in
embeddings).

In the process of training and personalizing large language models, the most challenging
aspect is not creating the clause bank but rather defining the ‘table of contents’. This ‘table of
contents creator’ step begins by asking the user (referred to as the ‘interviewee’) about the
contract’s specific needs and then determining which clauses should be included in the

’E.g. see Susskind (2010) 101; Homoki (2022a, 2022b).
33Shepherd (2023).
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document based on those requirements. This is the stage where further fine-tuning of the given
LLM is necessary, and which also makes it essential to address the issue of the scope of the
document assembly system.

Currently, contracts are very dissimilar in nature: standardisation in language is more of an
exception than the rule, even within a given jurisdiction and language. The wider the possible set
of requirements are, the more likely that such a document assembly system will be using
inappropriate or dangerous clauses, and the more thorough the legal review process will have
to be after assembly.

It does not seem realistic to achieve a refined and balanced document assembly system for an
entire legal system. Also, LLMs are probably not appropriate to define the actual problems of a
consumer based on the direct instructions given by that consumer (cf. 4.4).

However, it is realistic to create a manageable sized ‘table of contents creator’ for a given
company, even a large one, or for a given law firm or public notary’s office, who serve a well-
defined, standardised range of customers. Instead of consumer-facing solutions, it is more
appropriate for these document assembly solutions to interface with professionals.

With such a restricted scope in mind, the fine-tuning necessary for this ‘table of contents
creator’ could be much simpler in theory: it would need a couple of hundred text pairs
composed of ‘stated requirements’-‘necessary headings’. From the users’ point of view, a sepa-
rate user interface would make sense to restrict the most important requirements to a tree of
most common choices, with some extra place for customised, individual instructions. This
interface would be responsible for creating the ‘stated requirements’ serving as the input to
the table of contents creator LLM. Of course, the possible set of common choices and the
‘necessary headings’ are best created from the existing contract corpora of the given company,
but this will be discussed in the next section.

The final step, which is the easiest to accomplish, is to make the necessary linguistic and text
adjustments to each separate clause retrieved from the clause bank based on the ‘necessary
headings’ output of the second stage (e.g. changing declensions, conjugations, the number of
parties, terms). These tasks are trivial for LLMs, while this was problematic for non-LLM based
document assembly systems, especially for non-English speakers.>*

In addition to the subject of document assembly, LLMs (especially GPT) can be used in
various ways for text creation and writing assistance. They are excellent tools for spellchecking
and for stylistic reccommendations, as well as verifying the citation formats.

For current commercial providers of such existing plugins and Word add-ins, it will prob-
ably be quite difficult to remain relevant in the coming years. The reason is that these LLMs are
very versatile, and their functionality can be changed by simply giving different prompts and
examples, so with minimal programming, a single LLM-based plugin can cover what previously
only several different plugins provided. Also, considering that most legal professionals use
standard commercial office applications as their everyday tools, it is rather likely that the
suppliers of these applications will provide some or most of these plugin functionalities out-
of-the-box for a wide range of professionals in exchange for a subscription fee,’ thus displacing
the market for existing plugin providers.

34See Homoki (2022a) 22.
350n 16th March 2023, Microsoft announced Microsoft 365 Copilot; see Stallbaumer (2023).
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3.3. Analysis of law: classification, text extraction and language inference tasks
(e-discovery, e-due-diligence, legal analysis)

Tasks related to the natural language understanding branch of NLP comprise the third major
area to discuss. This field includes classification of text segments (from the level of tokens to
several documents), extracting information from text (such as dates, entities) and determining
the relationship between two pieces of texts through ‘natural language inference’ (for example, is
one sentence supporting or refuting another, are these arguments defined in relation to the same
point of law, is there a contradiction between this conclusion and this statement? etc.). Let’s take
a look at each of these subfields in a little more detail.”®

Automatic classification is a very old branch of NLP. The aim is for the machine to sort
through a large amount of text and categorise parts of the text into predefined categories based
on certain rules (referred to as labelling the text segments with different categories). The rules
can be very simple (e.g. occurrence of words or groups of words in certain texts) or more
complicated, such as the semantic content of the text (for example, is this an employment
contract with a salary above 500,000 EUR that is no longer in effect?). Such a classification is
used by many legal IT systems, and we highlight two of them here, the so-called e-discovery and
e-due diligence systems.

E-discovery (also known as electronic disclosure in some jurisdictions) refers to finding a
large number of documents related to legal proceedings such as litigation, audits, investigations,
etc., where the information sought is in electronic format. The importance of e-discovery varies
from jurisdiction to jurisdiction, depending on the conditions and likelihood of a court ordering
such disclosure and the possible consequences of not complying fully with the request. In the
United States’ jurisdictions, market demand for computerised support in e-discovery was strong
enough for this field to grow into a major product segment. E-discovery works by using
technology to help find relevant information about a case. It is the process of preserving,
collecting and analysing electronic data in response to a discovery request in a legal proceeding.
This is partly information retrieval, but also a problem to be solved with the help of natural
language understanding, mostly through classification.

Another typical purpose of document sorting is legal due diligence, where the aim is to find
certain signs of risk within large amounts of legal documents or to find specific types of
documents that have to be examined by lawyers or by automatons in more detail. Due dili-
gence activities are usually carried out in relation to certain events, such as preparing for the
sale or acquisition of a business (to determine the risks and soundness of the acquisition, or
the purchase price), or as part of a wider audit activity (to find, for example, non-compliance).
A typical task, for example, is to search for contracts among many thousands that contain
different liability or termination rules than is usual (cluster analysis or analysis of outliers, both
as unsupervised classification), or find those contracts that are subject to mandatory
arbitration.

As seen above, classifications can be made according to unsupervised machine learning
methods (cluster analysis), but also according to very specific criteria, which was usually based
on supervised learning. In this regard, LLMs can drastically simplify the costs of classification

3Homoki (2022a) 24-27.
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and enable users to discover new ways to classify document provisions, without having to fine-
tune separately for each different classification task.””

Of course, this depends on the type of classification and the content to be classified. One has to
be aware of the aforementioned token limits, but with GPT-4, even shorter contracts (e.g. employ-
ment contracts) may be fed into a single prompt together with the instructions. In most cases
however, it is not the best approach to feed the complete contract, so the relevant provisions will
have to be extracted first. If the relevant contract part is still too large, it may be split into multiple
parts and sent to the LLM piece by piece. However, in such cases one has to be careful not to split
the text in such a way that some relevant context is lost for the classification task (e.g. cross-
references between termination rights in the contract). Another valid approach here is the same as
mentioned in the part on information retrieval (retrieving the relevant provisions of the contracts
from a database by way of the similarity of embeddings and representations of the texts).

The outstanding ‘few shot’ and ‘zero shot’ learning capabilities of GPT and other LLMs make
it possible to use these LLMs in such a way that only a good prompt is defined for several
simultaneous classification tasks; then the same prompt is fed with each separate provision of all
the contracts, piece by piece.

Besides classification, the same LLMs may be used to extract relevant information from a
very large document set, such as finding contracts above a certain value threshold. The only
challenging part in this task is to segment the text in such a way that values necessary for the
calculation of the threshold should preferably stay in the same text segment.

Although language inference tools have also been a subject of research in law for over thirty
years, they are not yet widely used in legal practice. These tools could be used to reveal the
hidden structure of arguments in larger documents such as briefs, verify whether certain claims
are supported by law or any of the evidence disclosed, or whether new statements of the plaintiff
are in contradiction with previous statements etc. The technical way to do this with GPT would
be exactly the same as for classification and extraction, i.e. feeding the statements to be tested
against each other in the same prompt and with prompt instructions on the type of relationship
between the two sentences that will have to be examined.

Inference tools could benefit other areas as well, such as contract negotiations or legislation
procedures by, for example, enriching the automatic summaries of differences between versions,
or assisting in the provision of automated explanations for changes, etc.

3.4. LLMs as enablers in law - outside direct legal operations

We have listed a number of new kinds of uses for LLMs in traditional areas of NLP, and these
uses all relate to how legal professionals directly work with text (for example, drafting or
analysing text etc.). Besides these, we expect that some of the most interesting changes will
result from those uses of LLMs that enable further scaling of the work of humans or extend the
possible use of other tools. We call these ‘catalyst’ uses of LLMs.

Perhaps the most important such use is the training of humans, more specifically, legal
professionals. Similar to the problems with self-driving cars, LLMs may turn out to be not
reliable enough in many critical areas for direct consumer uses, or even in just augmenting

*’As mentioned above, fine-tuning is also an option for GPT, which could further increase the reliability and perfor-
mance of these neural classifiers.

‘mation Centre of the Hungarian Academy of Sciences MTA | Unauthenticated | Downloaded 08/08/24 07:48 AM UTC



448 Hungarian Journal of Legal Studies 64 (2023) 3, 435-455

critical work of legal professionals. Even in such an unlikely case, even based on the current
capabilities of LLMs, the conversational skills of current GPT generations are already able to
help train new generations of lawyers at a much lower cost, with a more customised experience,
and at a much greater depth than is currently possible in law schools and universities using
traditional methods.

With the help of LLMs, training and testing materials for humans can be turned into more
practical and realistic exercises (which is an important subject for legal uses), which can be rolled
out at scale. These tools can also enable a human to supervise more students at once than is
currently possible.

At the same time, it takes an enormous amount of preparation to do this. Such preparation
includes a thorough audit of what a specific type of LLM is capable of (without fine-tuning),
identifying in which legal fields that particular LLM is not reliable, by fine-tuning in what kind
of areas these ‘hallucinations’ could be significantly decreased, and how the methods described
above (such as fine-tuning or connecting it to knowledge bases) will affect the reliability in
general. There is also no other way to find out whether the LLM will be able to handle (‘un-
derstand’) multi-layered, higher level concepts of law as well, and how these abilities are affected
by further fine-tuning or by merely relying on connections to databases by vector embeddings.

Only such experiments can show us where and how to use LLM:s in training and which fields
should be trained by humans.

Another catalyst could be the facilitation of the operation of knowledge management systems,
by making the capture of individual knowledge easier, requiring less human intervention and
supervision. While all organisations today would benefit from the systematic recording of
knowledge relevant to their operations and from the easy retrieval of such information, only
the best funded and managed organisations have the capabilities to do so. These large, well-
funded organisations have dedicated personnel (e.g. librarians, professional support lawyers,
quality specialists etc.) to ensure that the processes of operations are well documented and kept
up to date (by way of, for example, the quality or information management systems in place).
Even for many such organisations, knowledge management may fail to cover every important
operational aspect. The most difficult elements of knowledge management are separating rele-
vant knowledge worth recording, recording the knowledge in a way that can be reused outside
the original context, and also collecting sufficient metadata about this piece of knowledge to
enable its later retrieval. In this area, LLMs are able to help human-staffed organisations
to achieve their potentials.

The third area of catalyst is the possible role of LLMs as middleware between different IT
systems and Al solutions. Even today, GPT is able to act not only as a conversational agent for
humans, but as a technical interface between different agents (including other GPT calls by other
companies), provided that it has either been pre-trained on such information, been explicitly
given such information in the prompt, or is able to retrieve such definitions via third party API
calls and act accordingly. Of course, only time can tell how reliable these interconnections will be
in the longer run, but the advantage of this approach is its greater flexibility and resilience when
certain changes occur in the defined APIs.*®

*%There are already some trials available in this area; e.g. Langchain (link6) or other similar experiments, such as
Nakajima (2023).
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The fourth and last area of a possible catalyst is that of an enabler of training other Al
solutions. As we have already discussed in the introductory section, the costs of training neces-
sary for a supervised learning approach often act as a barrier to the creation of such AI models.
A number of possible Al applications or task specific fine-tunings of LLMs cannot benefit from
the unsupervised or reinforcement based training methods. Designers of new AI models may
benefit from the capabilities of already existing LLMs: existing LLMs can help humans in finding
training data or in creating, multiplying, and cleaning or converting such data. The finest
example of this is the way a much smaller,® but still capable LLM called Stanford Alpaca
was fine-tuned for the instructions-following capabilities mentioned in section 2.1.** They used
GPT (3.0) API calls to create sufficient training data to ensure this instruction following capa-
bility, and thus were able to complete this fine-tuning for a total cost of less than 600 USD.*'

4. LESSONS LEARNED FROM BUILDING A GPT-BASED CHATBOT FOR A
LAW FIRM, AND THE LIMITATIONS OF LLMS

4.1. Describing the chatbot demo

In order to have a better understanding of the operation of (Chat)GPT in the legal environment
we conducted an experiment with the OpenAI API (using the chat completion API that operates
behind ChatGPT as well) by building a demo chatbot for a small law firm.** The demo aimed to
model how a chatbot at a small law firm could theoretically operate in public, but it also provides
a number of lessons that can be used by larger organisations and chatbot users in law in general.

The demo chatbot used the GPT-3.5 model, mainly for reasons of economy: answering via
the GPT-4 costs 15 times as much. Another advantage of GPT-3.5 is the greater speed in
answering the questions, which is an important factor for chatbot uses. With GPT-4, the
answers would have been more precise, but such performance was not measured. A further
major advantage of the GPT-4 model for chatbot use is the longer token (size) limit, as set out
below in more detail. In every other way, operation under GPT-4 would be the same.

When using the OpenAl API (and not the ChatGPT interface), one can very easily customise
to some extent how the chatbot works, what kind of answers it gives, and most importantly,
what kind of responses it should refrain from giving. The chatbot is actually nothing more than
a) a front end for the chatbot with the branding of the law firm, b) some customisations
produced by providing examples and extra prompt instructions that are fed into the API chat
completion call, together with the actual question of the user entered on the front end.

The examples*’ are made of pairs of questions and answers, some in English, some in
Hungarian, and cover some important limitations, such as what to do with requests that fall

*Using Meta’s LLAMA model with 7 billion parameters (weights, biases and embeddings) compared to the 175 billion
parameters of GPT-3.

“0See footnote 15 for more details. Fine-tuning on instruction following capabilities ensures the alignment needed to
follow the instructions, while avoiding biased or toxic text as much as possible.

ITaori et al. (2023).
“2The source code is available at link7. The chatbot itself was available at links.

“Link9.
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outside the competence of the law firm (how to redirect the user to the bar association’s lawyer
search functionality). There are two types of prompt instructions, system or user prompts, where
a system prompt would be the description of what kind of persona the chatbot should be trying
to impersonate,** and the user prompt would be the one submitted to the API to get an answer
to. However, the differentiation between the two is not very strong in GPT-3.5, so in the demo,
some instructions as to what the chatbot should and should not do are also included in the user
prompt.

When creating a chatbot for a law firm, one has to be aware of the many deontological rules
that apply to such activities; for example, avoid giving answers that could be understood as
comparative advertising, even just saying something along the lines of one specific law firm
being better than another specific firm, etc.

Equally important as the deontological rules is giving all the relevant details to the chatbot
about the law firm being marketed as part of the prompts. Without this vital information,
GPT will ‘hallucinate’ (and not do, for example, an internet search for missing information).
For example, during the first tests, we gave the model the phone number of the law firm
office, but not the physical address. When we asked the chatbot for the contact details of the
law firm in general (not just the phone number), the completion included a very precise
and existing physical address — the only problem was that this address was not that of the
law firm.

However, the limitations of size already mentioned also affect how much customisation we
can do with such a chatbot. For GPT-3.5, there is a strict limit of 4,096 tokens, which include
both ‘prompt’ (the question) and ‘completion’ (the answer). Furthermore, the prompt size limit
includes all the examples and prompt instructions, as well as the chatbot user’s actual question,
and the longer these customisations are, the shorter the answers will have to be.

So even if a lot more customisation would be useful, and a lot more information about
deontology rules or the firm could be inserted, there is simply not enough space for that in this
kind of solution (using GPT-4 would lessen the effect of these limits).

The chatbot front end was created as a bilingual one, but, of course, otherwise the chatbot
relies on GPT’s multilingual capabilities. GPT’s multilingual capabilities seem to rely on some
sort of built translation mechanisms for both the query and the answer, and not, for example, by
generating text originally in the language it was asked. This is apparent if we ask GPT in a non-
English language to create a verse with rhymes. Our experience was that in such a case, although
GPT gives the verse in the same language as the one used for asking, the rhymes do not rhyme,
unless the sentence is translated back to English. Also, we asked GPT a legal question in Hun-
garian about a will that can only be answered based on some superficial knowledge of the
Hungarian Civil Code (Pflichtteil as a compulsory part - this exists in Hungarian law, but does
not exist as a term in English law). Although GPT provided the answer correctly, and clearly had
some knowledge of the Hungarian Civil Code’s provisions on inheritance, the Hungarian term
used was clearly incorrect,”” and simply a word-by-word translation of a non-technical term in
English (e.g. compulsory part).

44 . . .
E.g. ‘give your answers as if you were an experienced, measured lawyer...’

4SKotelezd rész instead of the correct kitelesrész.
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4.2. What can lawyers and small law firms use such a chatbot for?

For what purposes can lawyers and law firms use the kind of chatbot used in the demo? Actually,
we can only use such a chatbot to provide information about a law firm in a slightly more
entertaining way than what can be achieved on a plain website. Additionally, one can make this
chatbot simultaneously available on other channels as well, such as on a Telegram or Viber
chatbot etc. Essentially, chatbots like this can only be used for advertising and marketing.

This can give a relative edge to the law firm, at least until most other law firms have the same
tool. The extra entertainment value comes from the chatbot’s ability to pretend to be a lawyer,
allowing users to ask the chatbot about legal issues without the need to explicitly define all
questions and answers, as was necessary with earlier generations of chatbots.*® Of course, to do
so, the terms of use of the law firm must clarify that this is not legal advice and should not be
used for any real purposes. It’s important to differentiate between this entertainment value and
the legal advice actually given by the law firm (and not by the chatbot).

Version 3 and beyond of GPT are not downloadable, Microsoft (the biggest investor of
OpenAl) has had an exclusive license to the models since September 23, 2020. Nonetheless,
the language models are all accessible via the web services called application programming
interfaces (APIs) that have been provided by OpenAl since at least early 2021. Currently,
no on-premise use is possible, and all requests have to go through OpenAlI, and answers will
come from them as well. Although the API calls and results will not be used for the training of
OpenAl models as promised by OpenAl, the contractual promises made by OpenAl in this
regard do not provide sufficient assurance for all use cases (such as for the transfer of personal
data to the USA). For use cases requiring more robust certifications and promises of security,
there is already an offer from Microsoft for the use of OpenAl models with locations in the
EU, as well.*

Terms of the OpenAI API usage policy at the time of writing this paper clearly stated that
these models should not be used for providing legal services without a review by a qualified
person.*® This means that, due to these usage policies of OpenAl, this model may not be used in
consumer-facing front ends. (Unless a reckless lawyer takes responsibility in advance, giving
their blank approval no matter what answers the chatbot provides to any legal issues asked. This
may satisty the requirement of the OpenAl usage policy, but would otherwise be manifestly
unethical.)

At least in its current state, this chatbot is not best suited for typical chatbot cases. It might
give users incorrect answers regarding contact details or the firm’s area of expertise. It is not
ideal for booking appointments with lawyers. Even if GPT excels at interpreting the intent of
potential clients, and could technically be capable of checking a calendar for free time slots, it is
currently much easier and safer to do so via a dedicated application (with the possibility of
connecting to payment services to give weight to the time slots booked).

*SE.g. in Google’s DialogFlow-based NLP chatbots, or the even simpler keyword-based chatbots.
477 <
Link10.

*8OpenAl Usage Policies: ‘Unauthorized practice of law or offering tailored legal advice without a qualified person
reviewing the information: OpenAI's models are not fine-tuned to provide legal advice. You should not rely on our
models as a sole source of legal advice.” (Link11)
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While this particular demo chatbot can only be used for client-facing purposes, the process-
ing capabilities of the OpenAl API (including GPT completion uses) nonetheless extend beyond
this simplistic chatbot functionality as described in the previous sections.

4.3. Lessons, limitations, conclusions, possible agenda to step forward

In previous sections, we have listed in detail how LLMs may be used in law or by law firms. The
advantage of such LLMs is that implementing them, as shown in the demo, does not require
significant resources. LLMs may become flexible, everyday tools for every profession, and if
properly built into versatile applications, they can greatly improve that organisation’s capabil-
ities, simplify its IT infrastructure, and perhaps even save money currently paid to a number of
suppliers and integrators. For legal professionals who use a large number of different IT prod-
ucts, these LLMs and APIs to such LLMs could also serve as a way of reducing the number of
required products and the costs of integrating them.

Because of the inner logic of text generation, large language models are referred to by some
as ‘stochastic parrots’, and experts warn that they therefore cannot substitute real communi-
cation. This is the first, theoretical limitation of any LLM in legal work. According to this view,
human communication is always a ‘jointly constructed activity’, and when we communicate
with other people ‘we build a partial model of who they are and what common ground
we think they share with us, and use this in interpreting their words’.** However, this does
not pose a problem with regard to a number of legal applications, since the characteristic of
legal texts (policies, contracts) is precisely that they fix certain rules regardless of the
identity of the participants. In the same way, this feature is not a problem when selecting
and summarising appropriate texts from a sea of legal sources or preparing summaries from
longer texts.

At the same time, this can be a very serious limitation of the operation if a layman requests
legal advice from the system. This limitation can also be formulated by saying that LLMs only
have access to the texts and not to the reality itself, so - for the time being - they cannot perform
the reality check that a legal consultant would perform immediately. We do not (yet) believe that
LLMs may have the same emotional intelligence as a professional, and even if an LLM was
capable of picking out contradictory signs from a communication, they are not trained to act
upon such contradictions. For example, if it is obvious from the client’s statement that he is
hiding something or slightly distorting some facts, an experienced lawyer can immediately ask
him back. A chatbot is not able to do the same.

If we need to highlight one particular area where we believe further contribution from legal
professionals would be useful, it would be the need to evaluate the domain-specific accuracy of
the answers provided.

This could start with creating domain specific benchmarks (separately at the national and
EU-level) for some major areas of law, to more accurately assess how, for example, the chat
completion question answering capabilities correlate with these. We must determine the
strengths and weaknesses of these chat completions in legal applications because no one else
will be able to answer that in our stead.

“9Bender et al. (2021).

‘mation Centre of the Hungarian Academy of Sciences MTA | Unauthenticated | Downloaded 08/08/24 07:48 AM UTC



Hungarian Journal of Legal Studies 64 (2023) 3, 435-455 453

Similarly, the possible non-chatbot based use cases described in section 2 should work in
practice, but there is no way to find out how reliable they could be unless prudent experiments
are made on a large scale, in many countries, under many jurisdictions, with the involvement of
legal professionals.
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