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Abstract—In recent months, large language models have gained
significant attention, with companies striving to develop models
capable of solving various natural language processing tasks
through extensive data training. The release of ChatGPT by
OpenAI demonstrated unprecedented capabilities via a multi-
step fine-tuning process. For Hungarian, pre-trained large lan-
guage models include PULI GPT-3SX, PULI GPTrio and in the
recent months SambaLingo. In our research, we pre-trained a
new large language model based on Llama-2 and inspired by
ChatGPT, focuses on fine-tuning with instruction-based prompts.
We created a Hungarian prompt dataset and fine-tuned the PULI
large language models into instruction-following models. In our
research, we discovered that transfer learning allows the model
to gain insights from other languages. We found that further pre-
training of the language model could leverage valuable knowledge
from the originally pre-trained model. Additionally, we can adapt
a LLaMA model to another language, such as Hungarian. Our
PULI LlumiX models in three Hungarian benchmark could
achieve significant better performance. Our instruction model in
both HuSST and HuRTE zero-shot competitions could achieve
more than 10 accuracy scores. Our further pre-trained Llama-2
model, the PULI LlumiX 32K and the fine-tuned PULI LlumiX
32K Instruct, became state-of-the-art models capable of solving
various language technology problems.

Index Terms—PULI models, large language model, instruct
model, Llama-2, pre-training, fine-tuning

I. INTRODUCTION

In recent months, large language models have received
extraordinary attention. There has been competition among
major companies to train increasingly larger language models.
Their goal is to train a model on a vast amount of data that
can independently solve various natural language processing
tasks. These experiments have demonstrated that if the model
is large enough and trained on a sufficient amount of data, it
can solve language technology tasks at a high quality solely
through prompt programming, without fine-tuning [1]. How-
ever the real milestone was marked by ChatGPT1, released by
OpenAI2, which demonstrated the unprecedented capabilities
of a large language model.

1https://chat.openai.com
2https://openai.com

The innovation of ChatGPT compared to earlier models lies
in its multi-step fine-tuning process. The success of ChatGPT
has initiated a new research direction focused on the fine-
tuning of large language models, including reinforcement
learning-integrated fine-tuning.

As far as we know, there are only pretrained large lan-
guage models available for the Hungarian language. Among
these are the PULI family models, which include the mono-
lingual 6.7 billion parameter PULI GPT-3SX [2] and the
trilingual (Hungarian-English-Chinese) 7.67 billion parameter
PULI GPTrio [3]. Additionally, there is the bilingual (English-
Hungarian) 6.7 billion parameter HILANCO-GPTX model3.

In our research, we follow the ChatGPT research [4],
where the first step involves fine-tuning the large language
model with prompts containing instructions. The next step in-
volves fine-tuning with reinforcement learning. In this current
reasearch only the first step was applied. As part of this re-
search, we have created a instruction-based prompt collection
for Hungarian. In our previous research, we have fine-tuned
the trilingual PULI GPTrio model into an instruction-following
model, which we have named the ParancsPULI. However,
the model had many shortcomings and was unable to solve
numerous language technology tasks. Thus, taking advantage
of the benefits of transfer learning, we further pretrained a
Llama-2 model [5] for Hungarian.

Our current instruction-following model can be tested on
our demo page4. Our pretrained large language models are
and the once a stable version of our instruct models are ready,
the model will be uploaded to our Hugging Face page5.

II. RELATED WORK

One consequence of ChatGPT’s success is the widespread
emergence of fine-tuning processes for various large language
models and the creation of their datasets. One of the most pop-
ular large language model families has become LLaMA [6],
Llama 2 [5] and Llama-36, developed by Meta AI7. LLaMA

3https://hilanco.github.io
4https://puli.nytud.hu/
5https://huggingface.co/NYTK
6https://llama.meta.com/llama3
7https://ai.meta.com979-8-3503- 8788-9/24/$31.00 © 2024 IEEE
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models come in variants with 7 billion, 13 billion, 33 billion,
and 65 billion parameters. The smallest model was trained on
a corpus of 1 trillion tokens, while the largest models were
trained on 1.4 trillion tokens. The Llama 2 family includes
variants with 7, 13, and 70 billion parameters, all trained on
2 trillion tokens, with the input text length increased to 4096
tokens. The Llama 2 models were immediately fine-tuned on
a corpus containing more than 1 million fine-tuning prompts.
Two types of fine-tuned models were developed: chat and
code generation. The fine-tuning process follows the steps
proposed by ChatGPT: initially performing supervised fine-
tuning, followed by reinforcement learning-based fine-tuning.
The Llama 3 family comprises two variants with 8 and 70
billion parameters. These models were pretrained on over
15 trillion tokens and fine-tuned on over 10 million human-
annotated examples. The popularity of Llama models stems
from their exceptional performance and the fact that they are
freely accessible.

The free accessibility of Llama models has led to numerous
research projects and initiatives based on them. One popular
project is the Stanford Alpaca project [7], inspired by the ’Self-
Instruct’ method [8], which used OpenAI’s text-davinci-003
model to generate 52,000 prompts. These generated prompts
were then used to fine-tune a 7 billion parameter LLaMA
model through supervised learning. Despite the many errors
in the generated prompts, the fine-tuned instruction-following
LLaMA model can achieve performance similar to the text-
davinci-003 model.

In the Vicuna project [9], an open-source chat application
was created using the 13 billion parameter LLaMA model,
leveraging the ShareGPT database, which offers competitive
performance compared to the ChatGPT application.

OpenChatKit [10], developed through the collaboration of
Together AI8, LAION9, and Ontocord.AI10, offers implemen-
tations and various fine-tuned LLaMA and GPT-NeoX models
for different purposes.

Furthermore, Tsinghua University in China is developing its
own language models, the GLM models [11] and their fine-
tuned versions, such as ChatGLM3 [11], [12], a 6.2 billion
parameter bilingual conversational model, which is currently
one of the most popular ChatGPT replacement applications
in China. It surpasses ChatGPT’s capabilities in the Chinese
language.

Following the release of various instruction-following cor-
pora, translations into other languages began to enable the
training of instruction-following models in those languages.
For instance, the Stanford Alpaca corpus has been translated
into Chinese [13] and Italian [14], while the Dolly corpus has
been translated into Chinese [15], Japanese11, and six other
languages12. Bactrian-X [16] built a multilingual instruction-

8https://together.ai
9https://laion.ai
10https://www.ontocord.ai
11https://huggingface.co/datasets/kunishou/databricks-dolly-15k-ja
12https://www.kaggle.com/datasets/mygaps/databricks-dolly-15k-parallel-

corpus-6

following model by machine-translating instructions and in-
puts/contexts from both the Stanford Alpaca and Dolly corpora
and then generating responses in various languages using the
text-davinci-003 model to train the model with these prompts.

Creating corpora through translation is a common practice.
Some subcorpora of the Hungarian HuLU [17], [18] were
also created by translating the English GLUE and Super-
GLUE [19], [20] subcorpora.

In recent months, Sambanova13 has conducted fine-tuning
of Llama-2 models in various languages, including Hun-
garian. In their research [21] a Llama-2 7B and a Llama-
2 70B were trained to Hungarian (SambaLingo-Hungarian-
Base and SambaLingo-Hungarian-Base-70B) by training on
59 billion tokens from the Hungarian split of the Cultura-
X [22] dataset. Then, human aligned chat models were
fine-tuned (SambaLingo-Hungarian-Chat and SambaLingo-
Hungarian-Chat-70B). These models are trained using direct
preference optimization on top the base models. For fine-
tuning, the ultrachat 200k dataset [23] was mixed with the
Google translated version of the ultrachat 200k dataset was
used. Our research is similar to the Sambalingo project.

To our knowledge, there is neither an high quality
instruction-following prompt collection nor an official publicly
available instruction-following large language model for the
Hungarian language (except for Sambalingo models).

III. CORPORA

A. Training Corpora for Pretraining

In this research, we further pre-trained the LLaMA-2-7B-
32K14 model from the Together for Hungarian. For this task,
we selected only the long documents from our previous pre-
training corpora [3] (PULI Long). We kept only the documents
that exceed 5,000 words in length. The main characteristics of
the corpus can be found in Table I.

TABLE I
MAIN CHARACTERISTICS OF THE PRE-TRAINING CORPORA

Documents Words Avg doc length
avg / median (words)

PULI Long 763,704 7,902,519,115 10,823.38 / 7,149
Long Context QA 88,957 1,009,562,704 11,348.88 / 11,274
BookSum 9,600 42,339,698 4,410.39 / 3,265.5

In our training, we also incorporated the original fine-tuning
corpora15 that Together used for training the LLaMA-2-7B-
32K model: Multi-passage QA from Natural Questions (Long
Context QA) and BookSum. In Table I, you can see the
statistics of the corpora.

B. Training Corpora for Fine-tuning

To fine-tune the instruction-following model, a high-quality
instruction dataset is essential. In the current state, we have
15,064 Hungarian prompts. The main subcorpora are as fol-
lows:

13https://sambanova.ai
14https://huggingface.co/togethercomputer/LLaMA-2-7B-32K
15https://huggingface.co/datasets/togethercomputer/Long-Data-Collections
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• Alpaca-Hu-2k [24]: Randomly selected 2,000 prompts
from the Stanford Alpaca corpus and 100 localized
prompts.

• HuLU prompts: 1,200 prompts generated from HuLU
benchmark (200 per subcorpus), HuCB, HuCOLA, Hu-
CoPa, HuRTE, HuSST, and HuWNLI, respectively.

• Graduation tasks: 1,226 Hungarian high school gradu-
ation tasks, including history, literature, grammar, math-
ematics and chemistry.

• SQL: 795 SQL program code generation prompts.
• Translation: We used the 997 development set of the

FLORES-101 corpus [25] to generate translation prompts.
• Chat prompts: There are 1,011 conversation prompts

generated with different large language models, such as
Llama-2. The conversations are between AI and users on
different topics.

• Long summarization: 1,452 prompts for the summariza-
tion task, including long document summarization.

• Title and keyword generation: 200 prompts for title
generation tasks and 200 prompts for keyword generation
tasks, generated from news articles.

• MILQA: 1,000 question answering prompts generated
from MILQA corpus [26].

• OCR: 1,972 OCR cleaning prompts.
• User questions: 923 prompts generated by questions that

users ask from our demo models. In these cases, the
answers are manually written by annotators.

• Public collections: 221 prompts from public available
collections, ’aya dataset hu’16 and ’Hungarian llm test-
ing’17, respectively.

• Miscellaneous: 1,767 prompts from different customer
datasets that can be made public.

For instruction fine-tuning, we used the prompt template
recommended by the Stanford Alpaca research (see Table II).
The optional parts are enclosed in [] brackets. The English
translations are in () brackets.

TABLE II
PROMPT TEMPLATE

Az alábbiakban egy utası́tást találsz, amely leı́r egy feladatot [, amelyhez
egy bemenetet is mellékelünk, hogy további összefüggéseket adjon]. Írj
egy választ, amely megfelelően teljesı́ti a feladatot!
(Below is an instruction that describes a task [, paired with an input that
provides further context]. Write a response that appropriately completes
the request.)

### Utası́tás (Instruction):
{Instruction text}

[### Bemenet (Input): ]
{Context text}

### Válasz (Response):
{Answer text}

16https://huggingface.co/datasets/boapps/aya dataset hu
17https://huggingface.co/datasets/Bazsalanszky/hungarian-llm-testing

IV. METHODS, EXPERIMENTS

A. Pre-training Large Language Model

In our current research, we further pre-trained a Llama-
2 model for Hungarian. The original Llama-2 model has an
input context length of 4096 tokens. Based on our practical
experience, this context window is often insufficient. Thus,
we extended the context length to 32,768 tokens. For this
task, we used the implementation from OpenChatKit18. We
chose the fine-tuned Llama-2-7B-32K19 model as our starting
point. LLaMA-2-7B-32K is an long context language model,
fine-tuned from the Llama-2 7B model. The model’s context
length has been extended using position interpolation. Using
the LLaMA-2-7B-32K model, we continuously pre-trained it
with our Hungarian long documents. In the first half epoch, we
used only the Hungarian dataset. However, during testing, we
observed that the model began to forget its English knowledge.
To prevent this, in the second half epoch, we mixed in the
fine-tuning dataset (Long Context QA and BookSum) that was
used for the original LLaMA-2-7B-32K model. The training
hyperparameters are as follows: 2e-5 learning rate, 7 batch
size per GPU, fp16. We used 8 NVIDIA A100 (80GB) GPUs
for this task. The training took approximately two months and
we stop the training at 100,000 steps. This new pre-trained
model is named PULI LlumiX 32K.

B. Fine-tuning Instruct Models

According to the research of Yang et al. [27], we mixed
Stanford Alpaca [7] and Dolly [28] prompts in other lan-
guages:

• English cleaned Stanford Alpaca: 51,760 prompts
• English Dolly: 15,011 prompts
• Chinese cleaned Stanford Alpaca: 27,080 prompts
• Chinese Dolly: 15,015 prompts

Altogether, we had 123,930 prompts for fine-tuning. For the
fine-tuning task, we utilized the Stanford Alpaca implementa-
tion20. The hyperparameters used are as follows: 2e-5 learning
rate, bf16, 2 batch size per GPU, 16 gradien accumulation
steps, 3 epochs. We used 8 NVIDIA A100 (80GB) GPUs for
this task.

In our experiment, we fine-tuned the following instructional
models:

• PULI GPT-3SX Instruct
• ParancsPULI (PULI GPTrio Instruct)
• PULI LlumiX 32K Instruct

V. RESULTS

For better comparison with Yang et al.’s research [3], we
evaluated our models on the HuCOLA, HuSSt, and HuRTE
benchmarks. In recent months, Sambanova has trained various
large language models in multiple languages, including Hun-
garian, representing significant competition for our models.

18https://github.com/togethercomputer/OpenChatKit
19https://huggingface.co/togethercomputer/LLaMA-2-7B-32K
20https://github.com/tatsu-lab/stanford alpaca
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Therefore, in our evaluation, we compared our models with
the 7 billion parameters SambaLingo Hungarian models.

In the case of base large language models, we conducted
few-shot learning experiments, while for instruct models, we
employed zero-shot experiments. For few-shot learning, we
applied the same settings as those used by Yang et al [3].
For zero-shot learning, we conducted experiments with various
prompts. In Table III, we present the highest results obtained.

TABLE III
PERFORMANCE OF THE MODELS ON HULU BENCHMARKS

HuCOLA HuSST HuRTE
few-shot

PULI GPT-3SX 54.27 64.27 57.42
PULI GPTrio 52.71 61.58 54.54
PULI LlumiX 32K 57.66 76.89 66.98
SambaLingo Hungarian Base 56.96 76.55 51.25

zero-shot
PULI GPT-3SX Instruct 61.76 46.27 52.09
PULI GPTrio Instruct 52.12 59.20 58.14
PULI LlumiX 32K Instruct 62.41 69.60 72.58
SambaLingo-Hungarian-Chat 53.06 55.15 60.98
ChatGPT (turbo 3.5) 49.10 36.99 50.26
text-davinci-001 50.78 35.48 49.06

In Table III, you can see the performance of the models
on HuLU benchmarks. In the few-shot learning task, our
PULI LlumiX 32K model outperformed the other models in
all the three benchmarks. The SambaLingo in HuCOLA and
HuSST achieve similar high performance. The high result of
SambaLingo can be the fact that the SambaLingo was trained
on 59 billion Hungarian tokens.

In the instruction-following task, our PULI LlumiX 32K In-
struct model achieved the highest results in all the three bench-
marks. SambaLingo performed well in the HuRTE benchmark.
Additionally, the monolingual PULI GPT-3SX Instruct model
achieved high results in HuCOLA, benefiting from its deeper
understanding of Hungarian, thereby outperforming in this
task. However, in the other two tasks, we observed that
the multilingual models performed better, demonstrating the
effectiveness of transfer learning.

For better comparison with the SambaLingo models, we
evaluated our PULI LlumiX 32K model in a machine transla-
tion task. For evaluation, we used the sacreBLEU metric [29]
and chrF [30]. In the SambaLingo research [21], their model
achieved significantly high performance in machine translation
tasks with few-shot learning. They used an 8-shot evaluation
method using the ‘{IN}={OUT}’ prompt as recommended by
Zhu et al. [31]. The prompts were chosen randomly, making
reproduction difficult. Hence, we attempted to reproduce this
evaluation in our environment. The reproduced scores are
shown in Table IV. As expected, in the few-shot learning
task, we could not outperform SambaLingo. However, with
the instructed models, we achieved higher performance in the
zero-shot task. There was an interesting observation with the
SambaLingo-Hungarian-Chat model: in the case of the HU-EN
direction, if we gave the prompt in Hungarian, the model could
only generate Hungarian output. For the English translation

output, we needed to give the prompt in English, which is not
the expected behavior from a Hungarian language model.

TABLE IV
PERFORMANCE OF THE MODELS ON FLORES

EN-HU HU-EN
(BLEU / chrF) (BLEU / chrF)

few-shot
PULI LlumiX 32K 13.73 / 42.30 15.43 / 35.84
SambaLingo Hungarian Base 15.28 / 45.78 23.28 / 48.84

zero-shot
PULI LlumiX 32K Instruct 18.32 / 50.63 27.85 / 56.56
SambaLingo-Hungarian-Chat 17.58 / 50.31 21.85 / 48.34

We also conducted an experiment in keyword generation
for long documents to leverage the capabilities of our long-
context model. We fine-tuned the monolingual PULI GPT-
3SX and the PULI LlumiX 32K for keyword generation task.
The documents were sourced from the REAL repository’s
articles21, with the articles averaging around 5,000 words. The
training corpus contained 1,000 articles, while the test corpus
consisted of 145 articles. The Table V shows that the PULI
LlumiX 32K achieved significantly high performance in this
task.

TABLE V
RESULTS OF KEYWORD GENERATION FOR LONG DOCUMENT TASK

Precision Recall F-score
PULI GPT-3SX 14.64 13.89 14.26
PULI LlumiX 32K 41.05 38.79 39.89

In Table VI, there are some interesting samples that demon-
strate our PULI LlumiX 32K Instruct model. In the first
sample, the model correctly knows that Eger is not a capital,
but rather a town in Hungary. The second sample demonstrates
the model’s world knowledge. It understands that a deaf person
probably would not go to the opera. In the third sample, the
model was able to solve a logical problem.

VI. CONCLUSION

During our research, we took important steps in devel-
oping Hungarian instruction-following models. We built an
instruction fine-tuning dataset for Hungarian and fine-tuned the
Hungarian PULI large language models for various tasks. In
our current research, supervised fine-tuning was emphasized.
Our PULI LlumiX 32K Instruct model became one of the
state-of-the-art instruction models for Hungarian. With this
new model, we are able to answer questions and solve various
language technology problems.

Throughout the research, we found that transfer learning
enables the model to acquire a lot of knowledge from other
languages as well. In our next step, we plan to conduct
experiments with the new Llama-3 models, both the 8 billion
and 70 billion parameter versions.

21http://real.mtak.hu
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TABLE VI
SOME SAMPLES OF OUR PULI LLUMIX 32K INSTRUC MODEL

Prompt:
1. Melyik ország fővárosa Eger? (Which country’s capital is Eger?)

Response:
Eger nem egy ország fővárosa, hanem egy város Magyarországon. (Eger is not the capital of a country, but rather a town in Hungary.)
Prompt:

2. Szerinted milyen gyakran jár operába Béla, ha Béla süket? (How often do you think Béla goes to the opera if Béla is deaf?)
Response:
Szerintem Béla nem jár operába, ha süket. (I don’t think Béla goes to the opera if he is deaf.)
Prompt:

3. Egy útelágazásnál jobbra lehetett menni vagy balra. Péter szerint jobbra volt a cél, mı́g Mari szerint balra. Péter azonban tévedett. Merre volt a cél?
(At a crossroads, one could go right or left. Péter believed the destination was to the right, while Mari thought it was to the left. However, Péter
was mistaken. Which way was the destination?)
Response:
Péter szerint jobbra volt a cél, mı́g Mari szerint balra. A helyes válasz tehát az, hogy balra volt a cél. (According to Péter, the destination was to
the right, while Mari thought it was to the left. Therefore, the correct answer is that the destination was to the left.)
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in XVIII. Magyar Számı́tógépes Nyelvészeti Konferencia. Szeged:
JATEPress, 2022, p. 431–446.
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