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Summary

P4 combines the benefits of hardware-based networking with the adaptability
of software-based network operations. However, when faced with intricate net-
work functions, P4 switches reveal constraints in memory and processing
primitives. To address these, we advocate offloading traffic demanding intri-
cate processing from the programmable data plane to network function
virtualization (NFV). By leveraging this approach, P4 switches handle the core
data plane, ensuring maximum performance, whereas virtualized network
functions (VNF) cater to the intricate processing. Central to our research is the
optimization of this offloading process, specifically considering delay con-
straints. We developed an analytical model that examines a P4 switch overseen
by an SDN controller, integrating an offloading capability to NFV. The princi-
pal objective was to determine an offloading rate that minimizes packet
processing delay. To this end, we employed a Bounded method, an advance-
ment from Brent's method, to determine this optimal rate. The findings indi-
cate that offloading approximately 66% of packets to the VNF achieves the
lowest total delay, registering at 0.1505 ps. This strategy of optimal offloading
can notably reduce the system's average delay as the demand for network func-
tions increases. The optimization technique we adopted exhibited rapid con-
vergence in our experiments, reflecting the method's efficacy. Furthermore, a
rigorous parametric sensitivity analysis spanning no offloading, full offloading,
and optimal offloading strategies underscores that optimal offloading to NFV
consistently augments system performance, particularly in terms of delay
reduction. Conclusively, our study furnishes valuable insights into offloading
strategies, augmenting the narrative on resource allocation in both PNFs
and VNFs.
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1 | INTRODUCTION

Traditional networks have faced significant scalability, operational, and management challenges." Even though these
limitations have been mitigated by softwarization® and virtualization,” which enabled network operators to implement,
manage, and scale their networks more efficiently, the fixed behavior of network devices that was directly burned into
the chips by vendors remained a major constraint. The main drawback of fixed-function switching is the lack of ability
to add new network protocols/functions and change the forwarding logic.

The introduction of programmable switch application-specific integrated circuits (ASICs) has eventually brought
significant flexibility, ushering in a new era of innovation in networking. Programming Protocol-Independent Packet
Processors (P4)* has been at the forefront of innovation, enabling the expression of forwarding behaviors, also known
as network functions (NFs), using a domain-specific language. This can then be compiled into a program that can be
loaded and run on target network devices with programmable data planes. As a result of this advancement, P4-based
switch design has led to the widespread production of programmable data plane switches,” commonly referred to as P4
switches. They offer service providers, particularly in the cloud®'® and telecommunications'"'* industries, a range of
benefits, including ultrafast and flexible packet handling structures and the ability to fully customize previously
vendor-specific functions.

Despite technological advances in network programmability, certain obstacles persist in deploying P4 switches,
including limited memory capacity and support for processing primitives. The available P4 switches in the market have
match table capacities that range from a few megabytes (TCAM) to a couple of hundred megabytes (SRAM) per pipe-
line.'® However, certain NFs, such as cloud gateway applications (e.g., load-balancer, firewall, tunnel, and translation
functions) and telecommunications gateway applications (e.g., broadband network gateway, access gateway function,
and user plane function), exceed the boundaries of the silicon to manage frequently changing per-flow information for
a massive number of concurrent flows.'* ' This constrains P4 switches from efficiently supporting NFs that are critical
for meeting complex demands of networks, traffic, and services.

The limited support of P4 switches for complex operations also poses a challenge. Each stage in the P4 switch pipe-
line can only execute one ALU instruction per packet field, with supported operations being limited to signed addition,
bitwise logic, and hashing primitives.'” The lack of support for operations such as multiplication, division, and floating-
point calculations, as well as control flow mechanisms,'®'® makes it infeasible to deploy complex NFs, particularly
those requiring intelligent packet processing for applications such as machine learning/artificial intelligence and dis-
tributed processing workloads, enhanced security, and traffic management (e.g., monitoring, steering, scheduling, and
shaping) on current P4 switches.

Several techniques have been recently proposed to overcome the limitations of P4 switches, such as using FPGAs to
complement their capabilities,"* modifying or extending the streaming-pipeline architecture,'®'® performing computa-
tion on end servers by converting floating-point numbers to integers,’**" or utilizing local switch CPUs.** One effective
solution is to offload traffic that requires advanced processing from P4 switches to network function virtualization
(NFV). P4 switches, typically implemented in hardware, have higher performance but limited resources than virtu-
alized network functions (VNFs), which are commonly implemented in software and operated on virtualized infrastruc-
tures. However, the hardware typically running underneath VNFs is not constrained in terms resource capacity and
support for arithmetical operations, making it more suitable for implementing and operating complex NFs. By using P4
switches in combination with NFV, the main data plane path can stay on P4 switches to ensure the best performance
switching capability, while VNFs can handle the complex processing not supported by P4 switches. This way, offloading
plays a vital role in maximizing the capabilities of both P4 switches and NFV.

Despite the potential benefits of offloading traffic from P4 switches to NFV, there is currently a limited understand-
ing of the efficacy it can quantitatively offer. Only by understanding the offloading behavior can proper performance-
optimal measures be taken. To address this, this work focuses on optimizing offloading traffic with delay constraints in
programmable data planes using an M/M/1 queue as an analytical model. Specifically, it examines the characteristics of
a P4 switch managed by an SDN controller with packet processing offloading capability (i.e., offloading packets that the
switch cannot process) to NFV. Offloading is performed with respect to the probability of packets being forwarded to
NFV, while the goal of optimization is to determine the offloading rate for the analytical model that minimizes total
packet processing delay. Furthermore, we perform parametric sensitivity impact analysis across a range of various
parameters to gain insights into offloading strategies. The main contributions of this work are summarized as follows:
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(i) We design an analytical model to examining the delay characteristics of a P4 switch governed by a logically central-
ized controller, endowed with offloading capabilities to VNF. To the best of our knowledge, no existing model
addresses situations where NFV augments the operation of a programmable data plane. Our contribution stands as
the pioneering effort in modeling this unique scenario.

(i) We leverage the Bounded version of Brent's method to tackle the offloading challenge, with a goal to reduce latency
while observing NF property constraints. Our analysis reveals that, for the chosen parameter configuration, an

optimal offloading of approximately 66% of packets to the VNF results in the minimal total delay of
0.1505 ps. Furthermore, the optimization method showcases low computational complexity, emphasizing the
method's efficiency.

(iili) We provide parametric sensitivity analysis to assist researchers and professionals in identifying critical factors that
may impact network performance. This not only accentuates the academic and practical merit of our offloading
solution but also elucidates the potential advantages and compromises in the collaborative deployment of P4
switches and NFV. Such findings can be instrumental in guiding superior network design, fostering informed
architectural decisions, and facilitating strategic deployment choices.

(iv) We introduce a versatile methodology that offers bidirectional applicability. Our solution evaluates offloading from
P4 switches to NFV by considering the probability of packets being forwarded to VNF. If analysis in the reverse
direction—from NFV to P4 switches—is required, offloading can be assessed by inverting our formula. This
focuses on the probability of packets being directed to physical network functions (PNFs), showcasing the adapt-
ability of our approach.

The remainder of this paper is organized as follows. Section 2 delves into the background and related work. Section 3
introduces our model, detailing the interplay between a P4 switch and NFV, and delves into the delay analysis, laying
the groundwork for optimization. Section 4 focuses on the optimization problem, elucidating the methodology adopted
for its resolution. Section 5 offers a parameter sensitivity impact analysis, uncovering key findings. Section 6 offers a dis-
cussion underscoring the significance and application of our work, while also highlighting its limitations and suggesting
potential future studies. Finally, Section 7 wraps up our discussions and conclusions.

2 | BACKGROUND

Scalability and flexibility have been constant challenges for traditional networks.' These limitations have been allevi-
ated by introducing softwarization, virtualization, and programmability into networking, yielding SDN, NFV, and P4,
respectively. They have driven many innovations in the field and fuelled numerous research works since their introduc-
tion. In what follows, we briefly overview these paradigms in a context relevant to this work and discuss related work.

2.1 | Software-defined networking (SDN)

SDN? decouples network control functions and forwarding functions by abstracting physical networking resources such
as routers and switches. Consequently, decision-making is moved to a (logically centralized) virtual network control
plane. The control plane determines what path(s) the traffic must take, while the network devices become simple for-
warders that deliver the traffic.

SDN has become a favored alternative to traditional networking for several reasons. It allows network architecture
to be reconfigured as needed, bringing flexibility and dynamism to networking as opposed to traditional networking. It
also helps optimize the efficiency of the upscaling process, facilitate network resources, reduce the maintenance work-
load, and develop more efficient data centers.**

2.2 | NFV

In contrast to SDN, NFV® decouples NFs from (proprietary) hardware appliances (e.g., routers and firewalls) and
delivers equivalent network functionality without the need for specialized hardware. Thus, SDN and NFV can be seen
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as paradigms where SDN softwarizes the control plane and NFV virtualizes the data plane. Certainly, NFV and SDN
are often used in tandem with one another.

NFV increases flexibility, agility, and scalability while reducing costs by enabling NFs to operate on commodity
hardware. It also allows better isolation in terms of network security and production/test environments. However, the
NFs are designed to be deployed on top of hypervisors (in virtual machines) and operated on commodity hardware with
general-purpose CPUs. These are not explicitly designed for compute-intense tasks typical for NFs, and in doing so, it
hinders scalability and performance challenges.>>°

2.3 | P4 switch

P4 switches are paramount to modern networking, promising several advantages. They enable managing NFs operating
simultaneously in hardware and software. In addition, since P4 is protocol-independent, P4 switches enable
implementing custom switching pipelines and provide an API for SDN controllers to populate tables. Furthermore, the
runtime reconfigurability of P4 switches assists the flexible operation of NFs in the face of network dynamics.*’

Figure 1 illustrates a reference model of a P4 switch. The architecture closely follows the Very Simple Switch refer-
ence model.”® The white blocks denote programmable components whose behavior must be specified by a
corresponding P4 program. At an architectural level, the programmable pipeline (i.e., PISA) includes three major com-
ponents®: a Parser that defines what header fields are recognized and matched by later stages, a sequence of Match-
Action Units programmed to match one or more header fields, and a Deparser that re-serializes the packet metadata
into the packet before it is transmitted on the output link.

Figure 1 also shows the input arbiter, parser runtime, and output queue, colored orange, which are fixed-function
components. The flow of user-defined data is denoted by dotted-red lines, while data plane interfaces conveying infor-
mation between the programmable and fixed-function components are denoted by dashed-green lines. It must be noted
that although P4 programs partly define an interface for communication between the control and data planes, as shown
in Figure 1, P4 was designed to specify only the data plane functionality of the target.*®

(o ) (ot ) () (7o)

CPU
In:Control
Parser —
Runtime
& T :
=3 ! Input:Headers
] =
2 & || Match-Action
§ Pipeline
l% : Output %Headers
2l -
(Deprer)
OutControl
Vv
R To
<——| Output Queue ]ﬁ
Dropl put Q CPU

[ ma ||

FIGURE 1 High-level schematic of a P4 switch.
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The reference model in Figure 1 receives the packets via either one of the ingress ports, a port connected directly to
the CPU, or a recirculation channel. Then, the packet follows the route through a single parser that feeds into a single
match-action pipeline, which subsequently feeds into a single deparser.”® Packet parsing is implemented as a state
machine; the match-action table defines the packet processing pipeline, while the table is populated via a control plane
interface. The behavior of a P4 program that processes a packet can be described through vectors of bits to vectors of
bits mapping. When exiting the deparser, the packets are sent forth through either one of the egress ports or one of the
three particular ports, which are (i) a CPU port that forwards the packets to the control plane, (ii) a drop port that dis-
cards the packets, and (iii) a recirculate port that re-injects the packets in the switch via a particular ingress port.

2.4 | Related work

Queuing models are extensively employed to analyze network performance under various conditions. We have com-
piled a comprehensive overview of related work in analytical modeling in Table 1. This table provides an easy compari-
son, summarizing the year of publication, the utilized model, whether the approach incorporates VNF and PNF, and
unique characteristics of each study.

Several works®***7® tackle the performance of OpenFlow switches. Jarschel et al*® were the first to derive a basic
model for the forwarding speed and blocking probability of an OpenFlow switch combined with an OpenFlow control-
ler, where the OpenFlow controller was modeled by an M/M/1-S feedback queuing system. Although the model pro-
posed in Jarschel et al*° provides valuable insight, it is accurate only when the probability of expecting a new flow is
small. Furthermore, extending the model to more than one forwarding element in the data plane is complex. Motivated
by these limitations, Mahmood et al** proposed a model that addresses both of these challenges. Their model is based
on the Jackson assumption,*>*® but with corrections tailored to the OpenFlow-based SDN network. Jarschel et al** also
reports on the performance analysis of an OpenFlow-based SDN. Compared to Jarschel et al’® that examined the

TABLE 1 Related work aimed at analytical modeling.

Year SDN switch VNF PNF Characteristics
Jarschel et al.* 2011 M/M/1 No No Fundamental modeling
Azodolmolky et al.* 2013 Network calculus No No Boundary performance of packet delay and
buffer sizing of controller
Bozakov and Rizk®> 2013 Network calculus No No Control message processing
Mahmood et al.** 2014 M/M/1 No No Adjusted traffic arrival rate at switch
Jarschel et al.>* 2015 M/M/1 No No Multiple switches
Miao et al.> 2015 HPQ:MMPP/M/1 No No Priority queues
LPQ:MMPP/M/1/k
Shang and Wolter’® 2016 M/H,/1 No No Separation of packet-in messages
Sood et al.*” 2016 M/Geo/1 No No Geometric distribution for service
Miao et al.*® 2016 HPQ:MMPP/M/1 No No MMPP for multimedia traffic arrivals
LPQ:MMPP/M/1/k
Xiong et al.* 2016 M*/M/1 No No Batch traffic arrival rate at switch
Goto et al.*° 2016 HPQ:MMPP/M/1 No No Exact solution with Markov chain
LPQ:MMPP/M/1/k
Fahmin et al.*! 2018 M/M/1 M/M/1 No Combination of SDN and VNF
Singh et al.* 2018 2D Markov chain (HPQ, No No Software versus hardware switches
LPQ)
Zhao et al.*? 2020 M/G/1 No No Software-defined WAN
Singh et al.** 2020 4D MC (internal buffer, HPQ, No No Encapsulation versus internal buffer
LPQ, hardware)
This work M/M/1 M/M/1 M/M/1 P4 switch with NF
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network performance in a single-controller setup, Jarschel et al** consider a multi-node setting. Hence, the proposed
model of Jarschel et al** claimed to be suitable for analyzing network performance under more realistic topologies.
Table 1 provides a summary of these works.

Research in Jarschel et al’*>**** has mainly focused on exploring the capacity of logically centralized controllers in
the control plane while falling short of quantitatively investigating the performance of the underlying data plane. Miao
et al*® attempted to fill this gap and presented a preemption-based packet-scheduling scheme to improve global fairness
and reduce the packet loss rate in the data plane. They evaluated the proposed scheduling scheme quantitatively using
a system where the controller was modeled by an M/M/1 queue, while the switch was implemented using a combina-
tion of a high-priority (MMPP/M/1) and a low-priority (MMPP/M/1/k) queue. They then pinpointed the performance
bottleneck of the SDN architecture. As a step forward, Miao et al*® later adopted a priority-queue (PQ) system to model
the data plane. The proposal was motivated by the realistic nature of multimedia traffic and the likely occurrence of
packet arrival bursts which was modeled using a Markov-modulated Poisson process. Goto et al*® also considered
switches with two high- and low-priority queues. They proposed a queuing model of an OpenFlow-based SDN that con-
siders the classful treatment of packets arriving at a switch. They also provided a detailed analysis of the proposed
model. Their work focused on two critical aspects of analytic modeling: (i) the different treatment of packets arriving at
a switch from a controller and (ii) the validation of analytical models. These approaches are summarized in Table 1.

Not all existing models are based on M/M/1 queues. Shang and Wolter*® assessed the packet processing time of
OpenFlow switches and controllers, however, using an M/H,/1 queue. Sood et al’’ modeled an SDN switch as an
M/Geo/1 system, where the incoming packets obeyed a Poisson distribution, and the service rate (rule-based match-
action packet processing of SDN switch) obeyed a geometric distribution. Xiong et al*’ modeled the packet forwarding
of OpenFlow switches and the packet-in message processing of SDN controller, respectively, as the M*/M/1 and M/G/1
queuing systems. Finally, Zhao et al** developed a queuing system of packet forwarding performance in software-
defined WAN with its controller modeled as an M/M/n queue, while the packet processing characterized as an M/G/1
queue. Table 1 lists these studies.

Network calculus*’ is also commonly used for performance modeling.*'** Azodolmolky et al*' used network calcu-
lus to describe the functionality of an SDN switch and controller, aiming to model delay and queue length boundaries
and analyzing the buffer length of the SDN controller and SDN switch. Bozakov and Rizk>* focused on the concurrent
operation of switches with diverse capacities for control message processing, which leads to unpredictable delays in
SDN applications. They addressed this issue using a queuing model to characterize a switch's control interface service
and used network calculus to derive the corresponding parameters. Details about these studies are cataloged in Table 1.

Only a handful of works are aimed at the analytical modeling of SDN and NFV. The pioneering work by Fahmin
et al. modeled and analyzed SDN and NFV architectures using an M/M/1 queue.*' These authors considered two archi-
tectures: one, in which the controller interacts with NFV, and another, where the switch interacts with NFV. Related
works,*>** but generalized to hardware and software switches, were presented by Singh et al. These works also use
queuing theory to model various performance characteristics (e.g., delay, packet loss, and throughput) of hardware
switches and software switches in SDN. The main takeaway from them is that SDN and NFV are complementary tech-
nologies. Together they can help improve the flexibility and simplicity of networks and service delivery. These works
are summarized in Table 1.

Lastly, existing performance evaluations for P4 switches are limited to focusing only on common metrics such as
throughput and packet processing latency.**° A variety of architectures have also been proposed to tackle resource
management aspects (e.g., dynamic resource scheduling and NF provisioning and latency reduction) in NFV.>'">* Fur-
thermore, the reconfiguration capability of P4 switches has also been leveraged to achieve data plane
virtualization.?”>*=>® Nonetheless, no work has been carried out on the analytical modeling of P4 switches with NFV.
To the best of our knowledge, this paper is the first to attempt to close this gap.

3 | ANALYTICAL MODEL

In light of the inherent constraints of P4 switches, we propose a model where NFV works in tandem with a P4 switch
to mitigate scalability issues, overcome hardware limitations, and reduce performance bottlenecks, specifically aiming
to better cater to NFs that surpass the processing capabilities of conventional P4 switches. The offloading mechanism is
shaped by the probability of packets being directed towards the NFV. The primary optimization objective is to deter-
mine a parametric configuration of components to minimize packet processing delay.
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For a nuanced understanding, we dissect the internal architecture of the P4 switch into distinct components. The
switch processing (SP) component undertakes the initial processing of incoming packets. The PNF manages the execu-
tion of intrinsic network operations within the P4 switch. The VNF caters to the packets offloaded from the P4 switch
for further processing in the NFV environment. The switch communication (SC) component is dedicated to the trans-
mission of packets that are lined up in the egress ports of the P4 switch. The controller (C) provides dynamic program-
mability and decision-making capabilities, especially for packets that do not match any predefined switch rules.

3.1 | Notations and assumptions

Table 2 provides a list of notations utilized in our analysis. The specific context of each notation, when used in individ-
ual components, is highlighted by its associated superscripts. Packet arrival rates across the different components are
denoted by A. Computing capacities for individual components are signified by C. Delays within the system are repre-
sented by the symbol D.

Our analytical model is based on the following assumptions:

1. The data arrival process at the switch conforms to a Poisson process.

2. Packets that have been processed by NF are treated as newly observed packets in the input queue without any
differentiation.

TABLE 2 Notations used in the analysis.

Symbol Description Attribute
VNF Virtualized network function Abbreviation
PNF Physical network function Abbreviation
Ne Switch communication Abbreviation
SP Switch processing Abbreviation
A Packet arrival rate Input

SN Packet arrival rate (PNF) Variable
AVNF Packet arrival rate (VNF) Variable

A5€ Packet arrival rate (SC) Variable

p¢ Table-miss probability (controller bound) Input

pY Prob. requiring network function Input

p"NF Prob. directed to VNF Output

cVR VNF capacity Input

CPNF PNF capacity Input

¢ SP capacity Input

cs¢ SC capacity Input

GS Controller capacity Input

DSV Fixed propagation delay (P4 switch-VNF) Input

DS¢ Fixed propagation delay (P4 switch-controller) Input

pretal Average total packet delay Output

DF Average delay at SP Variable

D¢ Average delay at controller Variable
DYNE Average delay at VNF Variable
DeNE Average delay at PNF Variable

D¢ Average delay at SC Variable
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3. NF processing occurs only once for each packet.

4. No partial flow offloads are supported. That is, if a flow is determined to be offloaded, all its packets will be
offloaded.

5. High capacity on the NFV side is achieved through a server farm consisting of multiple highly scalable physical
machines hosting VNF.

6. The analytical model employs an independent M/M/1 queue for VNF, PNF, SP, SC, and the controller.

3.2 | Model architecture

Figure 2 presents the structure of the employed queuing model. This model distinctly portrays the P4 switch, VNF, and
the controller in separate segments. Packets, as depicted by the incoming arrow on the left, arrive following a Poisson
process with a rate denoted by A.

Upon arrival, every packet is initially processed by the P4 switch. During the ingress operation execution sequence
within the P4 switch, the SP component evaluates if the packet requires NF processing. Should NF be necessary, the SP
component then ascertains whether to process this packet locally using the P4 switch (PNF) or to offload it to the VNF,
guided by the offloading ratio p"F. The selection of this parameter is crucial, as suboptimal values might adversely
impact the average system latency. It is essential to emphasize that packets are physically transmitted out of the P4
switch when offloaded to the VNF, which precludes the presence of feedback loops within our model.

In situations where the switch is indecisive about the requisite operation for a particular packet, the SP component
seeks guidance from the controller. This packet is then appropriately tagged and directed to the controller during the
system's egress step. Similarly, during this operation, packets physically exit the P4 switch, ensuring that no scenario
arises where a packet simultaneously demands both the controller and NF interventions. Once the controller introduces
the necessary modifications at the packet-level, the modified packet is reintroduced into the P4 switch via its ingress
port. Subsequently, the SP component processes this modified packet and relays it to the SC component, which then
transmits the packet via the designated port.

Elucidating the color-coding in Figure 2:

 Black denotes packets with an arrival rate 4, initially directed to the SP component for processing.
« Green signifies the path followed by packets necessitating NF, serviced within the P4 switch with capacity CPNF',

axpV xpNFL—5
— CcSP ] 1 > co¢ ] —",
o

FIGURE 2 Analytical model structure illustrating the distinct segments for P4 switch, VNF, and controller. Each segment operates on
an independent M/M/1 queue. The packet paths are color-coded: black for packets directed to SP; green for those requiring NF within the P4
switch; blue for packets offloaded to VNF, which, after processing, are returned to the SP, then passed to SC for egress; red for packets that
the SP component cannot resolve, prompting the SC to forward them to the controller for instructions.
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« Blue represents the route of packets directed to the VNF for load balancing. After being processed at node CVNF,

these packets are reintroduced to the SP component, then swiftly passed to the SC component without further modi-
fications and finally dispatched through the relevant switch output port.

» Red highlights the route of packets that the SP component struggles to process due to a lack of a corresponding
match + action table entry. These packets are directed by the SC component to the controller for further
guidance.

« Brown delineates the route of packets that either do not require NF or have already undergone NF and possess a
valid table hit. Such packets are initially processed by the SP component and subsequently transmitted through the
SC component.

3.3 | Delay analysis

To analyze the delay in the system, we focus on the delay characteristics of our model, particularly within a P4
switch that utilizes VNF offloading. Each component of our system, including the VNF, PNF, SP, SC, and the SDN
controller, is modeled as an M/M/1 queue. The delay at each node is determined by its capacity and the arrival rate
given by

D=—0o, (1)

where u denotes the service rate (or capacity), the maximum rate at which a queue can process packets, and A represents
the arrival rate, indicating the rate at which packets arrive at the component.

The system's load is defined by the traffic intensity p, which is the ratio of the arrival rate 4 to the service rate u, that
is, p=4/u. When the traffic intensity p approaches 1 (meaning A is nearing y), the delay in the M/M/1 queue system
increases significantly. This situation is indicative of an M/M/1 queue nearing its capacity, implying that the system is
approaching saturation and the processing rate is struggling to match the packet arrival rate. With this understanding,
we proceed to discuss the delay components for each system node.

3.3.1 | Delay at the SP node

The packet delay, represented as ESP, considers interactions among the SP, VNF, and the SDN controller. It offers
insights into packet processing at the SP node and is described by the equation

P 1 2)
CSP — A x (14-pN x pYNF 4-p€)’

This delay is influenced by the SP node's capacity (or service rate) C5F and the total packet arrival rate at SP, which
consists of three components:

(i) Inter-Switch Traffic: Packets arriving from another switch to the SP at a rate 4.

(ii) VNF-Routed Traffic: Packets that return to the SP after processing by the VNF at a rate of A x pN x p"N¥. Here, pV
represents the chance that packets require NF processing, and p"™ is the probability they are processed by
the VNF.

(iii) Controller-Routed Traffic: Packets returning to the SP after consultation with the SDN controller at a rate A x p©.

Here, pC is the table-miss probability, signifying the frequency at which the SP seeks guidance from the controller
for routing decisions.

Summing these components, the total packet arrival rate at the SP is A x (14 p"N x p"NF 4 p©). This rate includes the
direct packet inflow, packets coming from the VNF, and packets returning from the SDN controller.
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3.3.2 | Delay at the controller node

The controller is crucial for the operation of the P4 switch. If the switch encounters a packet without the required
instructions, the packet is sent to the controller for further processing. This interaction introduces delays, determined as

_C _ 1 el
7—Cc—lxpc+2XD , (3)

where CC is the controller's service rate, indicating its processing capacity. The term 1 x p© represents the packet arrival
rate at the controller, where 1 is the average packet rate and p€ is the table-miss probability, reflecting how often the P4
switch sends a packet to the controller due to missing instructions.

The term 2 x D5C represents the communication delay between the P4 switch and the controller. Specifically, D¢
denotes the one-way delay, and since sending a packet involves round-trip communication, the delay is effectively doubled.

3.3.3 | Delay at the VNF node

The VNF serves as an alternative processing unit when the PNF is unable to handle packets due to excessive load or
hardware constraints. The average delay at the VNF node, I_DVNF, is calculated using

PYNF _ 1
~ CYNF ) x pN x pVNF

+2x DY, (4)

where CY™F is the service rate of the VNF, which represents its maximum packet processing capability. The term A x

pN x p"NF denotes the effective packet arrival rate at the VNF, with A as the average packet arrival rate, pV as the proba-
bility that packets require NF processing, and p"NF as the fraction of those packets offloaded to the VNF. Additionally,
2 x D%V accounts for the round-trip communication delay between the P4 switch and the VNF.

3.34 | Delay at the PNF node

The PNF serves as the primary processing unit within the P4 switch. When a packet requires NF processing and is not
offloaded to the VNTF, it is processed by the PNF. The average delay at the PNF node, BPNF, is then

—PNF 1
D = 5
CPNF — X pN X (1 _pVNF) ( )

>

where C*NF represents the PNF's service rate. The term 4 x pN x (1 —p"NF) indicates the effective packet arrival rate at

the PNF, with 1 as the average packet arrival rate, p" as the probability that packets require NF processing, and (1 —
pVNF) as the subset of those packets processed by the PNF, as opposed to being offloaded to the VNF.

Importantly, the PNF, being an integral component of the P4 switch, is optimized for efficiency. Thus, unlike the
scenario described in Equation 4, the PNF does not introduce any additional communication delays into the system.
This ensures that no additional communication delays are introduced for packets processed by the PNF, optimizing the
overall system performance.

3.3.5 | Delay at the SC node

The SC component serves as the egress point of the system, directing packets as they exit the switch. The average delay
at the SC node, ESC, is given by

D = ! (6)
C —Ax (14pN x pYNF+p€)’
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where C5¢ indicates the SC node's service rate for managing and directing outgoing packets. Analogous to Equation (2),
the effective packet departure rate at the SC node consists of three components: Traffic Routed Out of the Switch, Traffic
Routed to VNF, and the Traffic Routed to Controller.

3.3.6 | Individual route delays

The total packet delay within the system accumulates as packets traverse various components from ingress to egress.
The exact delay depends on the designated processing route of each packet, whether it be through the VNF, the control-
ler, or the PNF.

For packets that are routed through the VNF, the total delay 5}/};; is the sum of the delays experienced at the SP
and SC nodes, both of which are traversed twice, as well as the delay at the VNF itself. Mathematically, this relationship
is given by

—VNF
D Total —

2xD" +2xD +D . (7)
In the case of packets directed to the controller, the total delay B‘Tjotal includes twice the delays at the SP and SC
nodes and the delay incurred at the controller. This can be expressed as

—=C =S —=SC | =<C
D5 =2xD" 4+2xD +D". (8)

For packets processed by the PNF, the total delay EEI;EI is simply the sum of the delays at the SP, PNF, and SC
nodes. This sum can be described as

= - =sc
A ®

3.3.7 | Total system delay

The primary aim of this analysis is to quantify the average packet delay throughout the system. This overall delay, den-
oted as ﬁTmal, is an aggregate measure that incorporates delays from the various routes a packet may take, weighted by
the probability of each route.

In light of the individual delay components previously calculated, the total system delay is a weighted sum of the
delays experienced by packets routed through the VNF, the controller, and the PNF, in addition to the delays experi-
enced at the SP and SC nodes. This system delay is expressed as

—Total

—VNF —PNF —=C —SP —SC
D PN X p"M X Do + P~ x (1= p"™) X Dy +P° X Dy +(1—p¥ —p) x (D +D ™), (10)

where

PN x pYNE x Dt denotes the cumulative delay for packets needing NF processing and routed through
the VNF.

pN x (1—p"NF) x Eﬁgtl:l signifies the cumulative delay for packets requiring NF processing but handled by the PNF.

D€ X Dy represents the cumulative delay for packets routed to the controller.

(1—pN —p©) x (ESP+]35C) corresponds to the probability of a packet bypassing NF processing and the controller,
thus only incurring delays at the SP and SC nodes.

4 | OFFLOADING OPTIMIZATION

In modern networks, offloading specific tasks to VNF offers flexibility and scalability advantages. However, the decision
to offload—and to what extent—often manifests as a trade-off between computational efficiency and system latency. By
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optimizing the offloading probability, we can strike a balance that minimizes the overall system delay, thereby enhanc-
ing performance.

We commence by presenting a formal problem statement aimed at determining the optimal offloading probability,
denoted as p"™F. Subsequently, we establish the convexity of the optimization problem in question and employ a com-
putational technique for efficiently finding its solution.

41 | Problem statement

The optimization problem at hand can be formalized as
Given:
Packet arrival rate, denoted as A;
Table-miss probability, denoted as p°;
Probability of requiring NF processing, denoted as p";
Capacities of PNF, VNF, SP, SC, and the controller, denoted as CPNF', CVNF 5P C5€, and CC, respectively;
Propagation delay between the P4 switch and the VNF, denoted as D5
Propagation delay between the P4 switch and the controller, denoted as D5C.

Determine:
The optimal offloading probability, p* VNF.
Objective:
Minimize the average total delay, pr by optimizing p"F.

To summarize, the crux of the optimization problem is to determine the value of p"™F' that minimizes the total
7T°ml, while adhering to the natural constraints of a probability measure, 0 <p"N¥ <1. The optimal offloading

delay, D
probability is represented as p* "N and is formally expressed

p*VNF = minOSpVNFslﬁToml(pVNF). (11)

4.2 | Convexity of the problem

The convexity of the objective function is a critical factor in determining the feasibility and computational efficiency of
solving the optimization problem. In the context of our offloading optimization problem, it is crucial to establish
whether the objective function D" is convex within the domain of p"NE.

To rigorously examine this, the function D™ would be considered convex if its second derivative with respect to

p"NF is non-negative across the entire range of p"N* values, specifically between 0 and 1. Mathematically, this criterion
can be formalized as

aQETotal

pniz 20 vp"NF € [0,1]. (12)

Evaluating Equation (12) serves as the basis for determining whether standard convex optimization techniques can
be applied efficiently to our problem. If the function is found to be convex, this would affirm that a unique global mini-
mum exists and that it can be found efficiently. On the other hand, if the function is not convex, then alternative opti-
mization approaches might be necessary, involving more complex and potentially computationally intensive methods.

4.3 | Baseline parameters

To set a solid foundation for our convexity verification (and subsequent impact analysis), we delineate a specific set of
parameters. While certain specifications of P4 switches might be publicly available, translating CPU, storage, and other

85US017 SUOLILLIOD BAIFER1D) 3|qedlidde au Aq pausenob e ssjoiie YO ‘s Jo S3In1 10y Afeiq1 8UIIUO 8|1 UO (SUORIPUOD-PUR-SLUBY /W00 A3 | 1M Afe.q 1 BUIUO//STNY) SUORIPUOD PUe SWwie | 8L} 88S *[5202/60/22] Uo Ariqiauliuo A8|Im *ArBunH aueiyo0D Aq 2895°98p/200T OT/I0P/W00" A3 1M Afeiq 1 BUI|UO//SHNY WO} papeo|umMoq ‘S ‘720z ‘TETTE60T



PEKAR ET AL. Wl LEY 13 of 31

capacities into the domain of queuing model capacities presents an intricate challenge. Our analytical model, firmly
anchored in the M/M/1 queuing framework, is designed to abstractly represent specific resources such as CPU, storage,
and others into more generalized capacity metrics. The inherent nature of the M/M/1 model, while being influenced by
these resources, is not equipped to delineate them in detailed granularity without introducing complex intricacies and
potential deviations from practicality.

Consequently, the essence of our study leans towards a higher tier abstraction, where the capacities of the nodes are
based on generalized observations from analogous hardware systems and well-established networking norms. This level
of abstraction ensures a broader applicability while encapsulating the fundamental dynamics of system performance
influenced by underlying resource constraints.

Our hypothetical P4 switch's modeling, with a line rate of up to 4.8 Tbps, aims to be representative of real-world sce-
narios. For context, real-world P4 switches like the Tofino series feature bandwidths ranging from 1.8 to 6.4 Tbps, with
the Tofino 2 series extending this range from 4.8 to 12.8 Tbps."*> With a packet size of 1500 Bytes in mind, a rate of
4.8 Tbps corresponds to a potential packet processing capacity of 400 pkts/ps for both C5F and C5C.

The packet arrival rate A is fixed at 25 pkts/ps. This value is representative of a moderate-to-high traffic scenario,
offering a good balance for assessing system performance under non-extreme conditions while still presenting chal-
lenges worth optimizing.

For the capacities of PNF, VNF, and the controller (C*N¥, CYNF | and CC), our assumptions parallel the expectations
of their computational prowess. PNF, typically dedicated hardware, is set at 20 pkts/ps. VNF, visualized as a more scal-
able server farm configuration, naturally assumes a higher capacity—hence the 80 pkts/ps. Controllers, mainly tasked
with management and not high-speed processing, are conservatively pegged at 10 pkts/ps.

Propagation delays, D5 and D¢, factor in the physical distance and transmission medium between the P4 switch
and other components. Assuming short distances typical of data center setups—spanning a few kilometers or less—and
fiber-optic channels, D5 is set at 0.04 us. D5, at 0.19 ps, reflects the potential for more varied and potentially slower
transmission paths to the controller.

Finally, we outline network-specific probabilities p¢ and p~. A flow arrival probability of 56% and a 76% share for
NFV services represent anticipated typical service distributions in contemporary networks. While the exact values are
approximations, they reflect patterns observed in high-performance network settings.

Table 3 tabulates the values allocated to each parameter. For accuracy in our experiments, propagation delays and
network probabilities remain unrounded, as indicated in Table 3, ensuring the preservation of nuanced effects these
parameters introduce.

4.4 | Verification of convexity
To verify the convexity of D™ over the interval [0,1], we investigate its second derivative with respect to p¥NF. The first

. —Total . .
derivative of D' "' with respect to p"™F is

TABLE 3 Baseline parameters.

Parameter Value Description

yl 25 pkts/ps Packet arrival rate at C5?

c™ 400 pkts/ps Service rate at SP

cse 400 pkts/ps Service rate at SC

CERE 20 pkts/ps Service rate at PNF

CVNF 80 pkts/ps Service rate at VNF

c€ 10 pkts/ps Service rate at controller

D 0.0422ps Propagation delay at VNF

D5¢ 0.1876us Propagation delay at controller
p¢ 0.5602 Probability of redirecting to controller
pN 0.7553 Probability of redirecting to NF
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op" 2xAxpN 2xAxpN
— __ =p€ +
P (CF =X (pC+pN x p™F+1))°(C5—dx (p° 4 p¥ X pYF 1))
LN pYNE AxpN N 2xAxpN N 2x AxpN
(CVNT = p X pYNF)” - (CF = (p€ 4 p¥ X YT 1))” (€% = 2 (pC4pN > p™T 1)
N (1 pYF) AxpN N Ax pN - Ax pN
(C% = Ax (pC+pN > p™F 4 1))° (C% = (p€ 4 p¥ x pPYNF 4 1))" (PN = pV (1 pYT))?

1 1 1
_oN
P (CSP—/1><(pC+pN><pVNF+1)+CSC—/1><(pC+pN ><pVNF+1)+CPNF7/1><pN><(lfpVNF)>

1 2 2
N(2x DY + +
+p < CVNF—iXpN XpVNFJ'_CSPle (pC+pN XpVNF+1) CSC,A>< @C+pN XpVNF+1)
AxpN AxpN c N
SP _ C 4 pN 5 pVNF 2t SC _ c VNF 7| < (TPt
(CF —Ax (p€ +pN x p"NF +1))"  (C5C — A x (p€ +pN x p¥NF 4 1))
(13)
Proceeding further, the second derivative of D" s given by
D" e 4x 2% (pN)’ N ax 22 x(pN)
IpYNF (CF =2 (pC+pN x pNF41))° (€€ =2 (€ +pN x pYNF 4 1))’
Y p 2% 22 x (pN)? . 4x 22 x (pN) N 4x 2% x (pN)?
(CYNF =2 N x pYNF)* (CSP = 2 (p€+pN x pYWF 1)) (C5C =2 x (p€ +pN x pNF 41))°
2 2 2
LN x (1 pYF x 2x 22 x (pV) N 2x 22 x (pV) 2x 2% x (pV)
(CF = Ax (p° p™ X PN 1))° (€5 = (pC 4PN x pUNT 1)) (CPNF = pi (1= pYF))
2V x AxpN N AxpN B AxpN
(C% = (p€ 4 pV x P 1))° (= (pC 4+ pN x pNT 1)) (CPNF = A p x (1= p¥NF))®
+2x pN x Axp +2x Axp" +2x Axp
(CYNF =2 pN o TP (CF = ok (p 4 p¥ X YT 1)) (O3 = (p€ 4 pN x pNT 1))
N 2% 2% x (pV)? N 2x 2% % (pV)* x (—p€—pN 4 1)
(CF =2 (pC+pY x pUNT1))° (€5 = Ax (pF+pN x p™T 1))’ '
(14)

Owing to the intricate nature of the second derivative in Equation (14), undertaking a formal verification of convex-
ity would be excessively arduous. Therefore, we opt for numerical verification as a more feasible approach to validate
the convexity condition. To this end, we plot the function of the second derivative over the interval [0,1] as a means of
visual confirmation.

Figure 3 delineates the behavior of the second derivative of D' in relation to p"NF within the interval [0,1]. The
parameter settings for this representation are detailed in Table 3. As can be observed from Figure 3, the second deriva-
tive consistently assumes positive values throughout the specified interval. This positive trend substantiates the convex
nature of D™ across its entire domain. Consequently, the enduring positivity of the second derivative within the inter-
val [0,1] validates the suitability of employing convex optimization techniques for problem-solving in this context.

4.5 | Convex optimization

For our global minimization task, we employ the Bounded version of Brent's method.>” Brent's method is a sophisti-
cated root-finding algorithm, integrating the techniques of the bisection method, the secant method, and inverse
quadratic interpolation.

One inherent drawback of the traditional Brent's method is its bracketing interval. Although it allows for the stipu-
lation of an initial interval, it does not affirmatively confine the solution within this span. Such a limitation is pro-
nouncedly significant in situations where domain-specific knowledge dictates a solution's boundary, or when
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FIGURE 3 The second derivative of D VNF

with respect to p¥™' over the interval [0,1]

surmounting certain limits is impermissible, due to stringent physical constraints or essential safety protocols. In
addressing these challenges, the Bounded variant stands out. While echoing the core tenets of the original, this adapta-
tion ensures that, during its execution, the deduced solutions remain rigorously within the boundaries set by the user.
Given our function % representing the first derivative of the total delay with respect to p" ', we aim to find the
value of p"NF that makes this derivative zero, which in turn will give us the optimal value for p" ¥ that minimizes

D™ The pseudocode for our adapted Bounded method, based on Brent's algorithm, is shown in Algorithm 1.

Algorithm 1 Bounded Method (Based on Brent) for Minimizing D" ¢!

. procedure BOUNDEDBRENT(f, a, b)) > Here, f is the first derivative of DTl g and b are the endpoints of the interval

—

2: Tolerance « le — 5

3: if | f(a)| < |f(b)| then

4: Swap a and b

5: end if

6: c<b

7: while |5 — a| > Tolerance do

8: if f(b) # f(a)and f(b) # f(c) and |b — a| < Tolerance X |b| then

9: s « Inverse Quadratic Interpolation of a, b, and ¢

10: else

11 s« % > Secant method
12: end if

13: if s is not between (3a + b)/4 and bor s < O or s > 1 then > Enforce bounds
14: ath > Bisection method
15: c<b

16: end if

17: if f(s) < f(b) then

18: a<b

19: else
2. f(@) < f@)/2
21: b«s
22: end if
23: end while
24: return b > Approximate optimal p¥ V¥

25: end procedure
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FIGURE 4 Optimal p"NF and total system delay.

The NFV Probability Optimization with the Bounded Brent's method (NPOB) in Algorithm 1 efficiently finds the
optimal p" ' that minimizes the total average delay D" in our system. The method starts with a predetermined inter-
val [a,b] where a =0 and b = 1. The specific steps of the Bounded method, built on Brent's approach, ensure fast conver-
gence while maintaining reliability within the specified bounds. It iteratively refines this interval by estimating the root
using either the secant method, inverse quadratic interpolation, or the bisection method. The variable c stores the previ-
ous value of b from the last iteration, aiding in convergence and in determining the method of root estimation for the
current iteration. A pivotal aspect of the procedure is the tolerance value which dictates the accuracy of the approxima-
tion. For our research, we maintained its value at the default 1e — 5. The algorithm concludes when the size of the inter-
val [a,b] shrinks below this tolerance, signifying that the root has been approximated to the targeted precision. This
root identifies the optimal value of p"¥ we aim to determine.

Given the parameter configuration detailed in Table 3, we conducted a convex optimization to determine the opti-
mal p"NF that minimizes the overall average delay D' " within our system. As illustrated in Figure 4, the graph depicts
the behavior of the objective function across the interval [0,1], encompassing the optimal p"™F value and its
corresponding total system delay D,

The information derived from Figure 4 verifies the success of the optimization process. The outcomes of the optimi-
zation reveal the following insights:

« The optimal p"NF value that leads to minimal total delay is 0.6598. This suggests that approximately 66% of the
packets should be offloaded to the VNF in order to minimize the overall delay.
« The attained minimum total delay at this optimal p"N¥ value is 0.1505 ps.

This finding implies that according to the established system model and the pragmatic parameter boundaries,
offloading a proportion of the network traffic to the VNF offers justifiable benefits from a delay reduction perspective.

To foster reproducibility, transparency, and adherence to open science principles, we have made the scripts used in
our experiments publicly accessible.” We believe this will facilitate a thorough comprehension of our methodologies
and encourage additional investigation in this domain.

4.6 | Computational complexity

Our approach is characterized by its computational efficiency, which stands as one of its primary merits. We address
the optimization challenge using the Bounded method, which is built upon Brent's root-finding algorithm. This method

*https://github.com/FlowFrontiers/P4toNFV/.
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excels with continuous, non-differentiable functions. The Bounded method ensures convergence within the specified
bounds, benefiting from the combination of the bisection method's robustness and the faster-converging methods, such
as the secant method and inverse quadratic interpolation.

The worst-case complexity for the Bounded method, akin to Brent's, is O(logn). Here, n can be interpreted as the
inverse of the smallest distinguishable difference within the interval [0,1], essentially representing the precision at
which the solution is sought. This complexity predominantly arises from the bisection steps. However, when conditions
favor the use of inverse quadratic interpolation or the secant method, the algorithm can achieve super-linear conver-
gence, often resulting in fewer iterations compared to a pure bisection approach.

For our unique problem, the function D displays favorable behavior within the relevant range for p"N¥', enabling
efficient convergence by the Bounded method. Notably, each iteration necessitates the evaluation of ETOMZ. Given that
our function encompasses basic arithmetic operations and rational functions, its evaluation possesses a complexity of
O(1) per iteration.

In our experiments, with a precision n set to 100, the Bounded method consistently exhibited rapid convergence.
Specifically, it converged to the optimal solution in just 10 iterations, with the objective function undergoing minimiza-
tion merely 10 times throughout the optimization process. Evaluations extended to parameter ranges differing from
those in Section 4.3 yielded consistent observations. These outcomes suggest that the associated computational effort
can be characterized by an O(k) complexity. In the context of our challenge, this complexity essentially mirrors
constant-time behavior.

Factoring in both the time dedicated to function evaluations and the inherent complexity of the method, the
overall time complexity of our procedure remains O(k). In practical terms, this can be considered virtually constant-
time, underscoring the method's superior efficiency for real-time computations in dynamic environments.

The proficiency of our approach indicates that real-time re-optimization of p" ¥ or adjustments in response to fluc-
tuating network conditions is feasible. This adaptability is crucial in contemporary networks, especially in programma-
ble data planes like P4 switches, which might encounter varying loads.

5 | IMPACT ANALYSIS

This section delineates the results of our impact analysis. Using the baseline parameters enumerated in Table 3, we
delved into the interplay between offloading strategies and system performance, specifically the optimal probability

p*VNF and the ensuing total delay D' *“ (p* VNF).

51 | Analysis overview

We begin by overviewing the methodology for the analysis, ensuring that we present our approach in a structured man-
ner. Our discourse seeks to furnish readers with a lucid, methodical insight, allowing for a nuanced appreciation of the
system's behavior across various conditions.

51.1 | Parameters of interest
We examine offloading from P4 switches to NFV across five pivotal dimensions:

« Packet arrival rate (1)

« Probability of redirecting to NF (pV)
+ Service rate at PNF (CPNF)

+ Service rate at VNF (C"NF)

« Propagation delay at VNF (DS")
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5.1.2 | Parameter-centric analysis

To rigorously assess the robustness and validity of our model, each parameter of interest was independently varied
within a predefined range. During this variation, all other parameters were consistently held at their baseline values.
This range was selected to encompass values proximal to our baseline parameters, as detailed in Section 4.3. In this
regard, our proposed system is examined with a combination of static and dynamic behaviors, depending on the con-
text. By constraining our analysis in this manner, we guard against potential confounding variables, ensuring that
observed alterations in system performance are solely a function of the varied parameter. This investigative methodol-
ogy, rooted deeply in the characteristics of our chosen hardware benchmark, not only provides precision but also accen-
tuates the real-world relevance and applicability of our conclusions.

5.1.3 | Strategies as case studies

Our analysis is segmented into three distinct strategies: no offloading, full offloading, and optimal offloading. These
strategies can be envisioned as individual case studies that illuminate unique facets of the system's behavior. Each strat-
egy offers insights into how the system responds under specific conditions. By amalgamating these strategies into a sin-
gle figure, our goal is to streamline the narrative, enhancing the reader's interpretability and comprehension. The
juxtaposition of these strategies furnishes a panoramic view, granting the reader a holistic understanding of the system's
multifaceted dynamics.

5.1.4 | Figure structure and interpretation
The resulting figures embody the following conventions:

« Axes:
o Lefty axis: Denotes the average delay, expressed in ps.
o Right y axis: Reflects the optimal p"NF.
o Xx axis: Specifies the scrutinized parameter.
» Curves: System behavior is depicted via four distinguishable curves:
o Blue curve: Captures the delay without offloading (ETOM(OT)).
o Green curve: Chronicles the delay under full offloading (D 0ml( 1)).
o Red curve: Mirrors the delay given the optimal offloading p""F (D" (p* VNF)).
o Orange curve: Illustrates the optimal p"N value (p *VNF).
« Values: The analysis utilizes values derived from the Python “np.linspace” function, which divides the ranges into evenly
spaced samples. As a result, some specific values referenced in the discussion might be approximate rather than exact.

5.2 | Impactofi

In our analysis concerning the packet arrival rate, A, we specifically assess its range from 22 to 26 pkts/ps. The implica-
tions of varying 4 on the average system delay are depicted in Figure 5.

The 22 pkts/ps rate is distant from any saturation point, as deduced from the consistently low average delays across
all offloading strategies. Interestingly, such a modest packet arrival rate already underscores the pronounced benefits of
offloading. In particular, optimal offloading emerges as a superior strategy, providing a delay reduction that markedly
outperforms both no offloading and full offloading. At 4 of 22 pkts/ps, the average delay under optimal offloading can
be slashed by around 76.21% (from approximately 0.201 ps down to approximately 0.048 us) when juxtaposed with P4
switches under no offloading. Comparatively, it offers a reduction of about 17.73% (from approximately 0.058 ps down
to approximately 0.048 ps) against the full offloading scenario. This underlines the assertion that offloading to VNF,
even at moderate rates, can propel system performance from a delay reduction perspective.

As we venture into higher packet arrival rates, due to the increased load on the PNF as compared to the VNF, the
delay observed under no offloading spikes more rapidly than that under full offloading as the packet arrival rate rises.
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FIGURE 5 Impact of A on average system delay.

This is understandable, considering the PNF's maximum service rate is capped at 20 pkts/ps, while the VNF can handle
up to 80 pkts/ps. This also drives an increment in p* VN with a higher packet arrival rate. The implication is that an
increased number of packets warrant offloading to the VNF to minimize average delay. As a corollary, the average
delay under optimal offloading undergoes a slight rise. For a packet arrival rate 4 of 25 pkts/ps, which aligns with our
baseline parameter, employing optimal offloading can result in a delay reduction of approximately 79.96% (from around
0.750 ps to around 0.150 ps) vis-a-vis no offloading. In comparison to full offloading, the reduction stands at approxi-
mately 5.93% (from around 0.160 to 0.150 ps).

As the packet arrival rate further elevates to 26 pkts/ps, the benefits rendered by optimal offloading become even
more pronounced. The delay reduction swells to an impressive 92.29% (from around 2.181 to around 0.168 ps) as an
increased number of packets are channeled to the VNF. In scenarios employing full offloading, optimal offloading can
carve down the delay by approximately 5.21% (from around 0.177 to 0.168 ps).

Interestingly, across the entire range of interest, from 22 to 26 pkts/ps, the average delays for both full offloading
(ETmal(l)) and optimal offloading (D™ (p* VNF )) are comparable. However, optimal offloading is slightly more advan-
tageous. This is primarily attributed to the added propagation delay between the switch and VNF, a requisite for full
offloading.

52.1 | Key insights from packet arrival rate analysis
From the examination of the system's response to varying packet arrival rates, several salient observations emerge:

« Transition in system behavior: The system displays a marked transition as the packet arrival rate, 4, shifts from 22 to
26 pkts/ps. Initially, while the system operates comfortably below saturation, the benefits of offloading become strik-
ingly apparent as congestion intensifies towards the upper end of the examined range.

« Consistent efficacy of optimal offloading: Regardless of the specific packet arrival rate within the studied interval, the
optimal offloading strategy invariably showcases its potential to boost system performance. This consistent efficacy
underscores the strategy's inherent adaptability and relevance.

« System saturation dynamics: At a relatively relaxed packet arrival rate of 1 = 22 pkts/ps, the system components func-
tion well beneath their saturation thresholds. Contrastingly, as the rate climbs to 4 = 26 pkts/ps, the PNF displays evi-
dent strain, approaching its operational limits and thereby accentuating the necessity for judicious offloading.

« Diverse benefits of offloading strategy: The advantages proffered by the offloading strategy are multifaceted and evolve
across the range. At the outset, with A= 22 pkts/ps, the emphasis lies predominantly on realizing reduced average
delays. However, as 1 escalates to 26 pkts/ps, the strategy's role pivots, becoming indispensable for averting potential
system overburdening.

« User experience across the spectrum: The choice of offloading strategy can profoundly influence user experience, espe-
cially for latency-critical applications. Whether operating at the modest end of the range with a primary focus on
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FIGURE 6 Impact of p¥ on average system delay.

curtailing delays or navigating the busier segments where ensuring sustained system responsiveness becomes vital,
the judicious selection of offloading strategy emerges as a cornerstone.

53 | Impact of pV

Figure 6 delves into the relationship between the parameter pV, spanning the valid range between 0 and 1, and the
average delay. Intuitively, as p" ascends, the average delay follows suit, primarily because a greater fraction of packets
demands NF processing. With the PNF's capacity capped at 20 pkts/ps—a stark contrast to the VNF's superior 80 pkts/
ps—the delay under the no offloading strategy surges more precipitously than the delay under full offloading as p" ele-
vates. This dynamic sets in motion a noticeable rise in the optimal p *" ¥, which transitions from 0 to a value of around
0.734. Such a shift underscores the premise that channeling more packets towards the VNF could serve to curb the
average delay.

In the specific instance where pN=0.79, the delay observed with no offloading stands at approximately
2.679 ps. Introducing optimal offloading into this equation slashes the delay to a mere 0.154 ps—a dramatic dip by
roughly 94.25%. This pronounced decrement is attributed to the optimal offloading strategy's adept utilization of the
PNF's capacity, in sharp contrast to the no offloading approach that essentially sidesteps it. Conversely, juxtaposed
against full offloading—registering a delay of about 0.164 us—the delay under optimal offloading is pared down by
around 5.88%.

Upon reaching p" = 0.8, without offloading the system is thrust into a state of saturation. This situation is starkly
delineated by the equation DM =1 /(20—25x 0.8 x 1) = 00, pointing to an overwhelming load on the PNF that sur-
passes its processing bandwidth. While one might be instinctively inclined to route all packets to the VNF to alleviate
this strain, initiating the offloading process has a mitigating effect on the PNF's load. This staged offloading uncovers
the PNF's latent capacity. By astutely offloading only a subset of the packets, the PNF can be maintained at a manage-
able load level, ensuring it furnishes acceptable delays. This interplay culminates in an optimal p*VNF" value hovering
at around 0.676, debunking the notion that total offloading is invariably the superior choice.

An intriguin% case emerges when pY = 0, signifying that none of the packets mandates NF processing. In such a sce-
nario, both D' (0) and ﬁmal(l) align perfectly at approximately 0.079 s, rendering the choice of p* VN inconsequen-
tial since no packet is earmarked for NF processing.

5.3.1 | Key insights from analyzing the proportion of packets needing NF processing

From the examination of the system's response to varying probabilities of packets requiring NF processing, several
observations can be derived:
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« Dichotomy between no offloading and full offloading: As projected, a rising pV sees the delay associated with no
offloading (ﬁmal(o)) amplify at a steeper trajectory than the delay under full offloading (Emal(l)). This trend under-
scores the PNF's capacity constraints vis-3-vis the VNF. The inflection point around p" = 0.8 is particularly illuminat-
ing, where the no offloading paradigm registers a pronounced surge in delay, signaling a system saturation.

« Strategic merits of optimal offloading: The delay curve representative of optimal offloading (ﬁmal(p* VNE)) elucidates
the advantages inherent in judiciously calibrating offloading decisions predicated on packet-specific NF require-
ments. Around the pivotal p¥ = 0.8 saturation threshold, a nuanced diversion of even a minor packet share to the
VNF can substantially curtail delay magnitudes. This observation amplifies the essence of optimal load distribution
between the PNF and VNF.

« Unique behavior at pN = 0: With pV grounded at zero, an absence of NF requisites for any packet emerges. This sce-
nario bestows a uniform behavioral characteristic upon the system, rendering offloading decisions inconsequential.
This homogeneity is captured by the congruence of delay curves for both no offloading and full offloading
paradigms.

« Deciphering optimal offloading fractions p*VNF: The trajectory of the p curve provides a window into the optimal
packet fractions warranting offloading to the VNF. As p" forges ahead, a corresponding ascent in p * VNt materializes,
flagging an intensifying imperative for VNF-centric offloading. Yet, the observed inflection in proximity to p¥ =0.8
posits that a saturated PNF does not intuitively mandate full packet offloading to the VNF. Instead, offloading an
astutely identified fraction maximizes efficiency, emphasizing the cardinality of dynamic decisions anchored in real-
time system dynamics.

* VNF

5.4 | Impact of CPNF
For the parameter CPNF', we assessed it over a range spanning from 20 to 40 pkts/ps. Our examination, as portrayed in
Figure 7, yielded several noteworthy observations.

The average delay with no offloading, l_)TOtal(O), exhibits a decline as increases. This is attributable to the larger
capacity of the PNF, enabling it to serve packets more efficiently. In contrast, the average delay with full offloading,
Emal(l), remains constant, underscoring the point that when all packets necessitating NF are sent to the VNF, the
PNF capacity becomes inconsequential.

An intriguing dynamic is observed regarding offloading. As the capacity of the PNF escalates, the impetus for
offloading to the VNF diminishes. In particular, as CP™F' heightens, a reduced inclination towards VNF offloading is
observed in order to achieve minimal average delay.

When examining specific capacities, for CPNF' = 20 pkts/ps, about 65.98% of the packets are directed to the VNF. The
average delay with optimal offloading is roughly 0.151 ps. This denotes a sizeable reduction of 80.06% from the 0.755 ps
delay observed with no offloading. Furthermore, this also implies a reduction of 5.92% when compared to the 0.160 ps

delay with full offloading.
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FIGURE 7 Impact of CPNF on average system delay.
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For a capacity of C*NF' =30 pkts/ps, p*"NF is estimated to be around 30.90%. With optimal offloading, the average

delay diminishes to 0.134 ps, resulting in a decline of about 9.01% from the 0.148 ps delay without offloading. This is
also 16.08% lower than the 0.160 ps delay experienced with full offloading.

A significant inflection point emerges as CPNF' nears 40 pkts/ps, pinpointing specifically at 37.98 pkts/ps. Here,
p*VNF is nearly zero at an estimated 0.005%. Delays with both optimal offloading and no offloading converge around
0.119 ps, presenting only a minuscule reduction of 0.002% for the optimal offloading scenario. In the meantime, the
delay with full offloading consistently stands at 0.160 ps, revealing an optimal offloading advantage of about 34.98%.

Across the spectrum, the pronounced efficiency of optimal offloading remains unmistakable. As depicted in
Figure 7, ﬁmal(p* VNF) consistently showcases the minimal delay for every evaluated C*NF' value. In scenarios, when
CPNF capacity dips below 20 pkts/ps, the benefits of optimal offloading become more pronounced. For instance, at
CPNF =19 pkts/us—a value not directly represented in Figure 7—the delay with optimal offloading stands at
0.152 ps. In relative terms, this translates to an astounding reduction of 97.67% from the 6.507 ps delay seen without
offloading, and it surpasses the 0.160 ps delay from full offloading by an appreciable margin of approximately 5.07%.

54.1 | Key insights from analyzing the variation of PNF capacities
Drawing from the observations, there are several takeaways:

- Significant dependency at lower capacities: When C' is below 20 pkts/ps, the system experiences pronounced
constraints. The distinctions in delay between no offloading, full offloading, and optimal offloading become
markedly evident. This underlines the significance of judicious offloading strategies. Notably, the system's inclination
towards VNF peaks, achieving approximately 66% at CP™F =20pkts/ps and intensifying further for reduced
capacities.

« System vulnerabilities at reduced capacities: Endeavoring with CPNF' values under 20 pkts/ps presents substantial oper-
ational hurdles. There exists an inherent risk of the system reaching its limit, culminating in compromised service
quality. Ensuring robust surveillance and fluid resource distribution is of essence. Additionally, the economic conse-
quences of a heightened dependency on, possibly, cloud-integrated VNFs warrant thorough evaluation.

« Unwavering full offloading delay: Irrespective of the CPNF' value, the delay associated with full offloading remains
invariant. This accentuates the notion that the efficacy of full offloading remains unaffected by C** since all NF-
requisite packets are directed towards NFV.

« Inflection point for marginal offloading: On the verge of C*NF' touching 38 pkts/ps, the utility of offloading starts to
wane, with p*"NF' verging on nullity. Beyond this threshold, the PNF's processing prowess appears to suffice,
diminishing the need for notable offloading.

« Convergence of performance at elevated capacities: With ascending C™* values, especially post the inflection point,
the disparity in delay between the absence of offloading and its optimal state begins to contract. This insinuates that
the system can uphold its operational efficacy with a diminishing dependency on VNFs.

» Operational implications: Navigating through the spectrum, comprehending these dynamics becomes instrumental
for network administrators. In scenarios where PNF augmentation proves to be economically or logistically taxing,
discerning an optimal offloading methodology gains precedence. Conversely, if elevating C*NF' beyond the inflection
point is viable, the advantages of offloading start to recede, rendering it less pivotal.

5.5 | Impactof C"NVF

CYNF over a range spanning from 20 to 140 pkts/ps, as depicted in

In our exploration, we assessed the parameter
Figure 8.

From Figure 8, we observe that employing solely PNF (thus no offloading) yields an average delay that remains
invariant. This constancy arises because the system's average delay is impervious to variations in C"™F under this
configuration.

A scenario in which all packets are consistently directed to the VNF (full offloading) unveils an intriguing behavior.

As one augments the capacity of the VNF, a threshold is eventually encountered. Beyond this juncture, additional
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FIGURE 8 Impact of C"NF on average system delay.

capacity enhancements cease to offer substantial reductions in the average delay, signaling that the system has reached
a saturation point in terms of capacity utility.

An upward adjustment in the value of C"NF naturally steers the system towards favoring packet direction to the
VNF. A case in point is the notable escalation in the optimal offloading percentage, p*"NF, from 43.13% at
CYNF =20 pkts/ps to 63.33% at C"NF =60 pkts/ps. This substantial increment of approximately 20.2% accentuates the
merits of a bolstered VNF capacity.

Beyond a CY™ threshold of 40 pkts/ps, the system, when leveraging optimal offloading, manifests a commendable
performance uptick. Specifically, the average delay experiences a contraction of approximately 78.79% when compared
to no offloading (dwindling from 0.755 to 0.160 ps) and around 12.70% when compared to full offloading (from 0.183 to
0.160 ps).

The findings underscore the nuanced interplay between VNF capacity and offloading decisions, highlighting the
pivotal role of capacity planning in ensuring optimal system performance.

5.5.1 | Key insights from analyzing VNF capacities

From the ensuing observations, several salient points emerge:

« Operational efficiency: There is a discernible decline in delay as C"N¥ increases. This suggests that enhancing VNF
capacity up to a certain threshold can impart considerable operational efficiency. This observation is pivotal for net-
work operators contemplating capacity augmentation or investment in VNF technologies.

« Threshold behavior and cost-benefit analysis: As one augments the capacity of the VNF, a saturation point is eventu-
ally reached. Beyond this threshold, the marginal gains in terms of delay reduction become less pronounced. This
inflection point is vital for financial evaluations, indicating a juncture where further capacity investments might not
yield proportionate benefits.

« Strategic offloading decisions: The optimal offloading paradigm, evidenced by its consistent outperformance
against both no offloading and full offloading strategies, accentuates the value of making judicious offloading
decisions. This revelation underscores the necessity for intelligent traffic management systems in contemporary
networks.

« Scalability implications: The observed performance enhancements with increased imply that as network traffic
intensifies, bolstering VNF capacity will be indispensable to preserving service quality and minimal latency.

« Dynamic workload management: The fluctuations in optimal p"™¥ underscore the importance of adaptive strategies,
especially in scenarios characterized by mutable workloads and variable traffic patterns. Such adaptability can be
crucial to consistently achieving optimal performance.

CVN F
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FIGURE 9 Impact of D on average system delay.

5.6 | Impact of D5V

We evaluate the influence of DSV across a span from 0 to 1 ps. As illustrated in Figure 9, when the system relies exclu-
sively on PNF (I_DTOMZ(O)), the delay average remains consistent irrespective of variations in DSV This consistency stems
from the fact that D", representing the propagation delay between the P4 switch and VNF, lacks any consequential
impact on the packets processed within PNF. Conversely, employing only VNF (BTOM(I)) results in a direct linear
increase in average delay as DS elevates. This trend underscores a declining inclination towards VNF usage as DSV
rises, culminating in a logarithmic decrement in p*VNF,

For an instance where DV =0.2ps, a significant 30.42% of packets are routed towards VNF. With optimal
offloading strategies in place, the average delay undergoes a stark reduction—about 66.50% when juxtaposed with no
offloading (diminishing from approximately 0.755 to around 0.253 ps) and roughly 36.99% in contrast to full offloading
(reducing from roughly 0.755 to close to 0.401 ps).

Embracing optimal offloading remains beneficial, even at elevated VNF propagation delays. Taking the case of
DSV =1.0ps, about 10.74% of packets are steered towards the VNF. Yet, having 89.26% of packets processed in the P4
switch alleviates its load, transitioning from a state of high congestion (where 100% of packets are handled) to a more
moderate congestion. This shift induces a decrease in the average delay from 0.755 (ﬁmal(o)) to 0.457ps
(D™ (p*VNF)), marking a decline by 39.45%. Contrarily, when set against full offloading, the average delay witnesses a
substantial reduction of 71.55% (from 1.607 down to 0.457 ps).

5.6.1 | Key insights from analyzing VNF propagation delays
From the examination of the system's response to varying VNF propagation delays, several observations can be derived:

« Threshold sensitivity: As D5 increases, there appears to be a threshold beyond which using VNF becomes less advan-
tageous. Identifying and optimizing this threshold could be pivotal for system designers deciding on the balance
between PNF and VNF.

 Resource allocation: The marked reduction in delay when utilizing optimal offloading underscores the significance of
adaptive resource allocation. Systems capable of dynamically adjusting the packet distribution between PNF and
VNF, especially in light of varying parameters like D", will inherently exhibit enhanced efficiency.

« Implications for scalability: With network expansion and the addition of more devices or services, the propagation
delay, DS, might naturally rise. This study accentuates the importance of accounting for such delays when strategiz-
ing for scalability, particularly when there's a heavy reliance on VNF.

« Impact on user experience: The pronounced disparities in delays, notably between no offloading and optimal
offloading, could considerably influence user experiences, especially in applications demanding real-time
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interactions. A delay reduction exceeding 66% (at DS =0.2 ps) can drastically transform a user's experience, poten-
tially differentiating between a seamless video call and a disrupted one.

6 | DISCUSSION

The primary goal of our study was to enhance offloading from a P4 switch to NFV, given that VNF is equipped to han-
dle intricate processing not may not be directly feasible with P4 switches. By finessing the offloading probability, our
approach offers a more balanced system, leading to minimized delays and improved overall performance. To further
grasp the dynamics of offloading decisions, a parametric sensitivity analysis was conducted across parameters such as
2, pN, CPNE CVNF "and DSV. In the ensuing section, we encapsulate our findings, elucidating the merits and constraints
of the showcased offloading technique.

6.1 | Summary of findings

Our baseline configuration hinted at an optimal offloading probability of 0.6598, implying that around 66% of packets
should be directed towards VNF to strike the least delay, clocking in at a brisk 0.1505 ps. The subsequent parametric
sensitivity analysis reiterated the robustness of the optimal offloading approach, with the synergy between PNF and
VNF offloading proving beneficial across use cases.

While a cursory glance might suggest full packet offloading as a promising avenue to manage intricate NFs, a deeper
dive reveals it might not be the most efficient strategy, especially when scaling to meet burgeoning network demands.
On the opposite end, eschewing offloading entirely allows P4 switches to rapidly process packets but compromises the
ability to deploy intricate NFs. Thus, an optimal offloading ratio stands out as a potent solution, offering a blend of
rapid in-switch processing and sophisticated NF capabilities via NFV offloading.

Choosing this ideal offloading ratio is paramount to ensure system reliability and comprehensive performance.
From our evaluations, a direct correlation emerges: as the delay of non-offloaded processes escalates, offloading to VNF
should increase; inversely, as delays from complete offloading mount, offloading should be curtailed.

In line with fostering reproducibility and championing open science, our experimental scripts have been made pub-
licly available.” We posit that such transparency not only deepens understanding but also sparks further exploration in
the field.

6.2 | Significance and applications

Our research situates itself within the intricate landscape of network architectures, focusing specifically on delay analy-
sis as it pertains to the offloading of traffic from P4 switches to VNF—a domain that remains uncharted in extant litera-
ture. The hallmark of our contribution lies in the unveiling of delay dynamics uniquely associated with this offloading
process, set within the contours of our proposed system. While the fundamentals of delay analysis are based on
established principles, the novelty lies in its application and in-depth exploration within the specific context of our pro-
posed system. This positions our research as a novel addition to network management studies.

Beyond the scope of this present work, the presented offloading solution from programmable data planes to NFV
can be helpful in various additional applications. Offloading P4-NF to VNF can be advantageous to keep operational
costs low, for example, by selecting a low-end switch instead of a high-end, pricy model and compensating the comput-
ing disparity by offloading to NFV. Offloading can also be useful because of other missing resources, such as limited
SRAM, TCAM, or other internal data structures.

Additionally, offloading from P4 to NFV can also be advantageous in addressing dependency challenges. If a com-
plex NF (e.g., payload encryption) is forbidden to be run on a P4 switch,® execution can be moved to NFV, ensuring
platform independence. Furthermore, in the sense that one P4 switch might be connected to an NFV server farm with

Thttps://github.com/FlowFrontiers/P4toNFV/.
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tens or hundreds of servers, when there is too much traffic to be offloaded to NFV, scalability can be achieved by adding
additional servers to maintain QoS and SLA.

Lastly, offloading can also help implement fault tolerance strategies to address switch failure problems>® and net-
work outages they eventually often cause.”® Measures to ensure no traffic and service are compromised are critical to
network availability strategies, where offloading can provide efficient resolution.’

63 | NFVtoP4

This work presents a methodology and analytical evaluation focused on the probability of packets being offloaded to
VNF, denoted as p"™F, in the direction from the P4 switch to NFV. To examine offloading characteristics in the oppo-
site direction, from NFV to the P4 switch, the formula can be inverted to focus on the probability of packets being
offloaded to PNFs instead, which is represented as p™ ¥ =1 — p"NF', Therefore, our method provides a practical solution
for analyzing offloading characteristics in both directions. Examining offloading from NFV to P4 can benefit architec-
tures that improve VNF operation via a programmable data plane. This approach is particularly relevant in cloud and
telecommunication networks, the primary application domains for NFV, which rely heavily on cost-effectiveness
and service agility.®

6.4 | Limitations and future work

Our work, while rigorous and comprehensive, inevitably has areas that can be explored further. The following sub-
sections shed light on the potential extensions and future avenues of our research, as well as pinpoint certain limita-
tions inherent to the scope of our study.

6.4.1 | SDN controller

Our primary focus in the current manuscript is on the programmable data plane paradigm and its specific applications.
Particularly, our research seeks to determine the optimal balance of offloading packets for NF processing between PNF
and VNF, aiming to minimize latency. The role of the SDN controller, while instrumental, was not the focal point of
this study.

In our system, every packet is initially processed by the P4 switch. It is then determined whether the packet requires
NF processing and, if so, whether to process it locally (PNF) or offload it to the VNF. The decision to offload is guided
by the offloading ratio p"¥. Once this offloading decision is made, the packet physically leaves the P4 switch.

Conversely, when the switch is uncertain about the packet's required operation, it seeks guidance from the control-
ler. In this situation, the packet also physically exits the P4 switch. However, this consultation is an autonomous pro-
cess and remains distinct from the offloading decision to the VNF.

Given these operational intricacies, the offloading choice concerning the VNF p operates independently of the
table-miss probability p©. Notably, our analytical model is based on MM1 queuing system, it does not utilize a feedback
mechanism to adjust p"N¥ based on p© conditions or outcomes.

However, investigating the role of the SDN controller is essential as we move forward. SDN controllers offer a cen-
tralized view of the network, enabling more informed and dynamic decision-making processes regarding traffic routing
and resource allocation. This centralized approach can further augment the efficacy of our offloading strategies, poten-
tially leading to even more optimized outcomes. Additionally, the SDN controller's capability to provide a programma-
ble, adaptive, and responsive network infrastructure can complement the advantages of the programmable data plane,
thus presenting a synergistic opportunity for future research.

The insights and methodologies developed in this paper lay the groundwork for more in-depth exploration into the
integration and centrality of the SDN controller in subsequent studies. Our future endeavors will revolve around
harnessing the combined power of both paradigms, programmable data planes and SDN, to achieve even more stream-
lined and efficient NF offloading strategies.

VNF
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6.4.2 | Optimization decision dynamics in offloading

The primary emphasis of our research has been on modeling the offloading decisions, especially regarding the parame-
ter p"NF, in a static context. For each node and its associated variables, once the system parameters have been set, it
remains fixed, not adapting to real-time fluctuations in network conditions. While this static approach ensures predict-
able and consistent system behavior, which is desirable under stable network conditions, it might not leverage the bene-
fits of real-time adjustments in volatile environments.

In our impact analysis, we introduced controlled dynamism by altering individual parameters while keeping others
unchanged. Although this does not fully emulate real-time adaptive mechanisms, it provides a deeper understanding of
how the system responds to specific parameter variations. This analysis is pivotal in pinpointing potential performance
bottlenecks and identifying avenues for enhancements.

Our current findings and methodologies pave the way for incorporating more dynamic adjustments in future
models. By adopting a dynamic framework where parameters adjust in real-time to system states, we can harness bene-
fits like increased responsiveness and system resilience.

Future endeavors will explore algorithms and mechanisms that accommodate such dynamism, factoring in the con-
straints of our M/M/1 queuing system which inherently lacks feedback mechanisms for real-time adjustments. While
the promise of real-time adaptability is enticing, it's accompanied by challenges such as potential decision oscillations,
elevated computational overhead, and the imperative for sophisticated monitoring infrastructures.

6.4.3 | Parameter selection and generalization

While the parameters selected for this research were meticulously chosen based on well-established networking norms
and analogous hardware systems, it's important to note that the findings derived might not be universally generalizable.
The parameters act as the foundation of the modeling and influence the overall behavior of the system. They are reflec-
tive of specific scenarios and are tailored to cater to the objectives of this study. As the networking ecosystem is vast
and continually evolving, different setups, configurations, or use cases may yield diverse results that deviate from our
findings.

One primary limitation to performing verification across an expansive range of parameter settings is the sheer com-
plexity and variability within real-world networking systems. Each parameter modification can introduce a multitude
of potential system states, exponentially increasing the analytical overhead. Ensuring that each of these states is ade-
quately addressed and examined is a monumental task, often straining human analytical resources.

That said, addressing this challenge remains an important goal for our future endeavors. We're currently conceptu-
alizing the development of a dedicated simulator. This tool will not only provide a graphical interface for easy manipu-
lation of parameters but will also incorporate automated mechanisms, such as sliders, to streamline and expand the
range of testing scenarios. Such advancements aim to enhance the comprehensiveness of our analysis and move closer
to universally applicable findings.

6.44 | Integration of multiple P4 switches

Our current research primarily revolves around the integration of a single P4 switch with a single NFV. In subsequent
investigations, we aspire to expand this model to incorporate systems that integrate multiple P4 switches with a single
NFV. This expansion will allow for a comparative analysis against our current single-switch-single-NFV configuration,
possibly revealing new dynamics and optimizations.

6.4.5 | Inclusion of heterogeneous traffic

The current study makes assumptions of homogeneous traffic, wherein only one type of traffic is considered. This sim-
plification, while aiding in our initial modeling, might not accurately capture real-world complexities. In realistic SDN
networks, traffic is a rich tapestry of diverse workloads with varying packet sizes. We are particularly interested in
understanding the dynamics in an environment characterized by heterogeneous traffic, spanning both computation-
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bound and communication-bound varieties. This would provide a more encompassing representation of real-world traf-
fic scenarios.

6.4.6 | Empirical validation through data plane measurements

While our research heavily leans on theoretical modeling, we recognize the irreplaceable value of empirical validation.
In light of this, we plan on conducting actual data plane measurements. This empirical approach would juxtapose our
theoretical findings against real-world observations, potentially refining our understanding and predictions.

6.4.7 | Technological examination of offloading

Beyond the purely analytical and empirical perspectives, we are setting our sights on the deeper technological intrica-
cies of offloading. This exploration aims to shed light on the actual hardware and software mechanisms that underpin
the offloading process, enhancing our holistic comprehension of the entire offloading paradigm.

7 | CONCLUSION

This research delved into the integration of a P4 switch with NFV, with an overarching objective to offset the inherent
limitations of P4 switches by leveraging NFV for packet processing. To this end, we formulated a queuing model that
scrutinizes the nuances of offloading packets from a P4 switch to NFV. Alongside, we articulated a formal optimization
problem centered on the offloading ratio. The Bounded version of Brent's method was then employed to ascertain the
optimal value with utmost efficiency. A comprehensive parametric sensitivity analysis was also undertaken, which pro-
vided invaluable insights into the influence of various parameters on the optimal offloading ratio and the associated
average delay.

Drawing from our findings, we assert that the strategic offloading from a P4 switch to NFV presents pronounced
benefits, chiefly manifested as a notable reduction in the system's average delay when juxtaposed with both non-
offloading and full offloading scenarios. The methodology showcased in this study paves the way for discerning the
optimal parameter configuration, effectively minimizing the packet processing delay during the offloading process from
the P4 switch to NFV.
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