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ELTE Eötvös Loránd University, Budapest, Hungary
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Abstract

Popularity is an approach in mechanism design to find fair structures in a graph, based
on the votes of the nodes. Popular matchings are the relaxation of stable matchings: given
a graph G = (V,E) with strict preferences on the neighbors of the nodes, a matching M is
popular if there is no other matching M ′ such that the number of nodes preferring M ′ is
more than those preferring M . This paper considers the popularity testing problem, when
the task is to decide whether a given matching is popular or not. Previous algorithms applied
reductions to maximum weight matchings. We give a new algorithm for testing popularity
by reducing the problem to maximum matching testing, thus attaining a linear running time
O(|E|).

Linear programming-based characterization of popularity is often applied for proving the
popularity of a certain matching. As a consequence of our algorithm we derive a more struc-
tured dual witness than previous ones. Based on this result we give a combinatorial charac-
terization of fractional popular matchings, which is a special class of popular matchings.

1 Introduction

The notion of popularity was introduced by Gärdenfors [7]. In a popular roommates problem, a
graph G = (V,E) is given with strict preferences (≻v) over the neighbors of v for each node v ∈ V ,
similarly to the stable roommates problem [10]. A node prefers a matching M over matching
M ′ if it prefers its partner in M compared to the one in M ′ (a node prefers every neighbor over
being unmatched). We say that a matching M is more popular than M ′ if the number of nodes
preferring M to M ′ is larger than the number of those preferring M ′ to M . A matching M is
called popular if there is no matching M ′ that is more popular than M .

Since popularity is closely related to stability, we also define stable matchings: given a match-
ing M , an edge uv ∈ E \M is called a blocking edge if both v ≻u M(u) and u ≻v M(v), that
is, both u and v prefer each other over their partners in M . A matching M is stable if there is
no blocking edge in G.

As for the relation of stability and popularity, Gärdenfors [7] showed that every stable match-
ing is also popular in a bipartite graph. Later Chung [2] proved the same for the general case.
Moreover, a stable matching is also a minimum size popular matching, shown by Huang and
Kavitha [1]. So popularity can be regarded as a relaxation of stability of a matching, where we
relax the constraint of local stability to a global one. The motivation behind considering a relax-
ation of stability is twofold: first, there are instances of the stable roommates problem where no
stable matching exists, but a popular one can be given [1]. Second, the size of a popular matching
can be greater than that of a stable one, thus including more participants in a matching which is
fair from a global pont of view. The maximum-size popular matching problem can be solved in
polynomial time in bipartite graphs [9, 11]. Although deciding the existence of a stable matching

1

http://arxiv.org/abs/2312.01880v3


can be done in polynomial time (Irving, [10]), deciding the existence of a popular matching is
NP-complete, shown by Faenza et al. [4] and Gupta et al. [8]. For further reading on popularity
see [3], [15].

In this paper we investigate the popularity testing problem, when the task is to decide whether

a given matching is popular or not. To the best of our knowledge, O(
√

|V |α(|V |, |E|)|E| log
3

2 |V |)
(where α is the inverse Ackermann’s function) is the running time of the current fastest algorithm
for testing popularity, given by Biró et al. [1], whereas in bipartite graphs (i.e. popular marriage
problem) testing popularity can be done in O(|E|) (Huang and Kavitha [9]). It is a natural
question to ask whether a linear time algorithm can be given in the non-bipartite case as well.
We show that linear running time is achievable in that case (Theorem 4).

We also consider the linear programming-based characterization of popularity, which can be
applied in several context to show the popularity of a matching, see for example [14], [12] or [9].
It is an important aspect in such applications to what extent the values of a dual witness can
be restricted. We investigate this question also, and give a more structured dual witness than
previous ones. Finally we show an application of our result for fractional popular matchings [13],
which are a special class of popular matchings.

Our contribution

1. We give a new algorithm for testing popularity. Previous approaches apply maximum weight
matching for the problem, whereas we reduce the problem to testing the maximality of a
matching. Thus the running time of our algorithm is O(|E|), which is the best one may
expect (Theorem 4).

2. Also, as a consequence of our approach an LP dual witness can be derived with values
{−1, 0,+1} on nodes and only 0 or 2 on odd-sets, which is more restrictive than previous
results (Theorem 5).

3. Applying the previous dual witness, we give a combinatorial characterization for a matching
to be popular in the fractional sense (Theorem 7). This leads to a combinatorial algorithm
for testing this property.

The rest of the paper is organized as follows: in Section 2 we summarize previous results and
techniques on popularity testing. In Section 3 we prove our main result, reducing the popularity
testing problem to a maximum matching testing problem. Finally in Section 4 we prove a theorem
on a structured dual witness and show an application for fractional popular matchings 4.2.

2 Previous results

In this section we summarize previous results on characterizing and testing popularity. There are
two characterizations for the popularity of a matching, one applying a reduction to maximum
weight perfect matching and one based on excluding certain alternating structures. Previous
popularity testing algorithms rely on the former one. In Subsection 2.1 we present the maximum
weight matching approach and related testing algorithms (2.1.1) and previous results on dual
witness (2.1.2). In Subsection 2.2 the alternating structure based characterization is described,
which will be the starting point of our algorithm.

Some notations

For the rest of the paper, let a popular roommates instance be given on graph G and let M be
a matching in G.

For a subset of edges F , let V (F ) denote the set of those nodes that have at least one incident
edge from F . For example, V (M) is the set of nodes matched by M . Let M(v) denote the pair
of v in M . For a subset of nodes X, let G[X] denote the subgraph of G spanned by X.
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Let x be a vector x ∈ R
E . For a node u ∈ V let dGx (u) :=

∑
uv∈E xuv, and for a subset of

nodes Z ⊆ V let iGx (Z) denote the sum of xe values over edges spanned by Z, that is, iGx (Z) :=∑
uv∈G[Z] xuv.
For a graph G = (V,E), let B(G) denote the set of odd subsets of the nodes.

2.1 Maximum weight perfect matching-based characterization of popularity

Kavitha et al. observed that for popular marriages the testing problem can be reduced to maxi-
mum weight perfect matchings [14]. Biró et al.[1] gave an analogous reduction for the roommates
problem by proving that testing the popularity of a matchingM can be reduced to testing whether
the maximum weight of a perfect matching is 0 in a proper weighted auxiliary graph. Here we
describe a similar reduction given by Kavitha [13].

Let G̃ denote the graph derived from G by adding loops to every node, and for a matching
M let M̃ denote the perfect matching in G̃ derived from M by adding loops for all unmatched
nodes. For a node u ∈ V and its neighbors v,w in G̃ let voteu(v,w) denote the preference of u
over v and w:

voteu(v,w) :=





+1 if v ≻u w
−1 if w ≻u v
0 if v = w

For example, voteu(v, u) = 1 for every neighbor v of u.
Now we define edge weights wM on Ẽ for matching M . The weight of an edge uv ∈ E is

wM (uv) := voteu(v, M̃ (u))+ votev(u, M̃ (v)), where loops have themselves as pairs. So the weight
of an edge can be −2, 0 or 2, and the ones with value 2 are exactly the blocking edges. For a loop
uu we define wM (uu) := voteu(u, M̃ ), that is,

wM (uu) =

{
0 if u /∈ V (M)

−1 if u ∈ V (M)

Note that M̃ is always a 0-valued perfect matching in G̃.
We can reduce popularity to maximum weight perfect matching the following way.

Theorem 1 (Kavitha, [13]). Matching M is popular in G if and only if the maximum wM -weight
of a perfect matching in G̃ is 0.

2.1.1 Previous results for testing popularity

Biró et al. [1] used a similar construction as in [13] and gave an O(
√

|V |α(|V |, |E|)|E| log
3

2 |V |)
algorithm for testing popularity (where α is the inverse Ackermann’s function). Their solution
is based on the observation that their reduction is a special case of a maximum weight perfect
matching problem with weights {−1, 0, 1}, so the algorithm of Gabow and Tarjan [6] can be
applied. In their paper Biró et al. ask whether it is possible to check popularity with a better
running time.

2.1.2 Previous results on dual witness

According to Theorem 1 the popularity of a matching can be characterized as a (zero-weight)
maximum weight perfect matching in G̃. Its polyhedral description is the following (see e.g. LP1
in [13]):
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LP1:

maximize
∑

e∈E(G̃)

wM (e) · xe

subject to

dG̃x (v) = 1 ∀v ∈ V

iGx (Z) ≤ (|Z| − 1)/2 ∀Z ∈ B(G)

xe ≥ 0 ∀e ∈ E(G̃)

The dual of LP1 is the following.

LP2 :

minimize
∑

v∈V

αv +
∑

Z∈B(G)

(|Z| − 1)/2 · yZ

subject to

αv + αw +
∑

v,w∈Z,Z∈B(G)

yZ ≥ wM (vw) ∀vw ∈ E(G)

αv ≥ wM (vv) ∀v ∈ V

yZ ≥ 0 ∀Z ∈ B(G)

For a popular matching M , an optimal dual solution (α, y) is called a dual witness. In
[13] Kavitha showed that for a popular matching M a dual witness with restricted values can be
given.

Theorem 2 (Kavitha [13], Lemma 7). Let M be a popular matching in G. Then M has a dual
witness (α, y) for LP2 such that αv ∈ {−1, 0, 1} for all v ∈ V and yZ ∈ {0, 1, 2} for all Z ∈ B(G).

We show in Section 4 that it is enough to allow values {0, 2} on odd sets (Theorem 5).

2.2 Alternating structure-based characterization of popularity

In this subsection we describe the characterization of popularity which will be used in our algo-
rithm.

A walk in G is a sequence of nodes v1, v2, . . . , vk such that vi, vi+1 is an edge of G for each
1 ≤ i ≤ k − 1. A path in G is a walk with distinct nodes. A cycle is also a walk, such that
v1 = vk and all other pairs of nodes are distinct. A walk is alternating with respect to matching
M , if its alternate edges belong to M .

Consider edge weights wM defined in Section 2.1, and let GM denote the subgraph of G
derived by deleting all uv edges with wM (uv) = −2.

Theorem 3 (Huang and Kavitha [9]). M is popular in G if and only if GM does not contain
any of the following with respect to M :

i) an alternating cycle with a blocking edge;

ii) an alternating path connecting two disjoint blocking edges;

iii) an alternating path connecting a blocking edge with an unmatched node as an end node.

The structures above proving unpopularity of a matching will be called blocking structures.
The cycle in case i) is a blocking cycle and paths in cases ii) and iii) are blocking paths.
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3 Reduction to testing maximum matching

We will show that popularity testing can be reduced to testing whether a given matching in
a graph is maximum or not. In contrast to previous approaches, our algorithm relies on the
characterization based on excluded blocking structures (see Theorem 3).

Let B ⊂ E denote the set of blocking edges. Consider the set of nodes V (B) incident to
blocking edges. A node v ∈ V (B) is called a leaf node if there is only one blocking edge uv
incident to v. If there are at least two leaf nodes v1, v2, . . . with blocking edges zvi incident to the
same neighbor z, they form a star S = {zv1, zv2, . . . , zvk} (k ≥ 2) with middle node z. Note
that z may have other incident blocking edges connecting z to non-leaf nodes.

We will define an auxiliary graph G∗
M = (V ∗, E∗). We take GM as a starting graph for G∗

M

and make the following steps (see Fig. 1).

1. For every node v ∈ V (B) which is not a leaf node in a star we add an extra node bv and
edge vbv . (Such a node bv is called a blocking node.)

2. For leaf nodes in a star S = {zv1, zv2, . . . , zvk} we add one common extra node bS and
edges vibS (1 ≤ i ≤ k). (Node bS is called a star node.)

3. We create a new node u, and contract the set of unmatched nodes V \ V (M) to u.

4. We delete the set B of blocking edges from G∗
M .

For easier navigation between G and G∗
M we define a function b : V (B) → V ∗:

b(v) =

{
bv if v is not a leaf in a star

bS if v is a leaf in star S.
(1)

Note that matching M is also a matching in G∗
M and the set of unmatched nodes in G∗

M is
b(V (B)) ∪ {u}.

a b

c

2 1

2

12

1

G

e f

d g

h

2 2

1

21

1

33 4 1

3

1

a b

c

bc

ba

G∗
M

e f

d

bd

bS

u

Figure 1: An example for G∗
M . Matching M = {ab, cd, ef}, blocking edges are {ac, de, df}. There

is one star S = {de, df} with middle node d. There are several options to see that M is not
popular. First, there is an augmenting path bc − c − d − bd in G∗

M connecting bc and bd, thus
there is an alternating path a − c − d − f connecting blocking edges ac and df , so matching
M ′ = {ac, df} is more popular than M . There is another alternating path bc − c− d− u in G∗

M

giving that matching M ′′ = {ac, dg, ef} is also more popular than M . Finally alternating path
bS − e− f − u shows that matching M ′′′ = {ab, de, fh} is also more popular than M .

The following theorem connects popularity of M in G with maximality of M in G∗
M .

Theorem 4. Let an instance of the popular roommates problem be given on graph G = (V,E)
with preferences ≻v and let G∗

M be the auxiliary graph defined above for matching M . Then M is
popular in G if and only if M is maximum size in G∗

M . Testing the popularity of M can be done
in O(|E|).
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Proof. We will use the well-known characterization that a matching is maximum size if and only
if there is no alternating path connecting two unmatched nodes.

⇐:
According to the characterization in Theorem 3 there is a blocking structure in GM . We may

assume that this structure is minimal with respect to containment.
If case i) holds, let C = v1 − v2 − . . .− vk − v1 denote the blocking cycle (k ≥ 4), where edge

v1vk is a blocking edge. Because of the minimality of C, the cycle does not contain other blocking
edges. Consider alternating walk W = b(v1)− v1 − v2 − . . . − vk − b(vk) in G∗

M . If b(v1) = b(vk)
were true, nodes v1 and vk would be leaf nodes of a star and they would not be connected by a
blocking edge, so we have b(v1) 6= b(vk). Thus W is an alternating path in G∗

M connecting two
unmatched nodes.

If case ii) holds, let P = v1 − v2 − . . .− vk−1 − vk (k ≥ 4) denote the blocking path between
disjoint blocking edges v1v2 and vk−1vk. Because of the minimality of P it does not contain
other blocking edges. Consider alternating walk W = b(v2) − v2 − . . . − vk−1 − b(vk−1) in G∗

M .
If b(v2) = b(vk−1) were true, nodes v2 and vk−1 would be leaf nodes of the same star and they
could not be part of two disjoint blocking edges, so we have b(v2) 6= b(vk−1), thus W is again an
alternating path connecting two unmatched nodes.

Finally, if case ii) holds, let P = v1 − v2 − . . . − vk − w (k ≥ 3) denote the blocking path
between blocking edge v1v2 and unmatched node w. Because of the minimality, v1v2 is the only
blocking edge in P , and alternating path W = b(v2) − v2 − . . . − vk − u is in G∗

M connecting
unmatched nodes b(v2) and u.

Now we turn to the ’if’ part of the theorem.
⇒:
Let w1 − v1 − . . . − vk − w2 be an alternating path connecting unmatched nodes w1 and w2

in G∗
M . First we consider the case when there is a blocking edge between v1 and vk.

Claim 3.1. If there is a blocking edge connecting v1 and vk in G, then there is a blocking cycle
in GM through v1vk.

Proof. Straightforward, since v1 − . . .− vk is an alternating path also in G connecting matching
edges v1v2 and vk−1vk, so v1 − v2 − . . .− vk − v1 is a blocking cycle.

Second we consider the case when one of the endpoints is u.

Claim 3.2. If w1 or w2 is u, then there is a blocking structure in GM .

Proof. Assume w1 = u. Since uv1 ∈ E∗, there is an edge xv1 ∈ E where x is a node not matched
by M . Since w2 6= u, we have b(vk) = w2 thus there is a blocking edge vky covering vk (or a
blocking edge xy if k = 0). If y 6= vi (1 ≤ i ≤ k), path x− v1− . . .− vk− y is blocking, connecting
unmatched node x to blocking edge vky.

If y = vi, depending on the parity of i we have either a blocking cycle or a blocking path in
GM : if i is odd, we have blocking cycle vi − vi+1 − . . .− vk − vi (note that k is even), whereas if
i is even, we have blocking path x− v1 − . . .− vi−1 − vi − vk.

Finally we investigate when cases of Claims 3.1, 3.2 do not hold.

Claim 3.3. If w1, w2 6= u and v1vk is not a blocking edge, then there exist disjoint blocking edges
y1v1 and y2vk in GM .

Proof. Since wi 6= u, there are blocking edges z1v1 and z2vk. Note that z1 = vk and z2 = v1
cannot hold because v1vk is not a blocking edge. If z1 6= z2, the blocking edges are disjoint, and
we are done by choosing zi = yi (i = 1, 2).

Else z1 = z2. If both v1 and vk were leaves, they would be leaf nodes in the same star with
middle node z2, but this is not possible since w1 6= w2. So we may assume that v1 is not a
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leaf node and it has another incident blocking edge z3v1. Then we can choose y1 := z3 and
y2 := z2.

Claim 3.4. If there are disjoint blocking edges y1v1 and y2vk in GM , then there is a blocking
structure in GM .

Proof. If yi 6= vj (i = 1, 2, 1 < j < k), then y1 − v1 − v2 − . . . − vk − y2 is a blocking path
connecting two disjoint blocking edges.

If y1 = vj and j is even, then v1 − v2 − . . .− vj − v1 is a blocking cycle through v1vj.
If y1 = vj , j is odd, and y2 6= vi (1 < i < k), then v1vj − vj+1 − . . . − vk − y2 is a blocking

path.
Analogously, if y2 = vl and l is odd, then there is a blocking cycle vl − vl+1 − . . . − vk − vl

through vlvk, and if l is even and y1 6= vi (1 < i < k), then there is a blocking path again.
Else we have that y1 = vj with j odd and y2 = vl with l even. Now if j < l, then path

v1 − vj − vj+1 − . . .− vl−1 − vl − vk is a blocking path connecting v1vj and vlvk, whereas if l < j,
then path vj − v1 − v2 − . . .− vl−1 − vl − vk is blocking.

Combining these claims we can prove the ’if’ part of the theorem: if w1 or w2 is u, we can
apply Claim 3.2 and get a blocking structure. Also, if v1vk is a blocking edge, there is a blocking
structure by Claim 3.1. If neither of the above hold, we can apply Claim 3.3 and then Claim
3.4, which proves the existence of a blocking structure in this case too. This proves the ’if’ part
of the theorem, so the proof of the first sentence of the theorem is complete. Since deciding
whether a given matching is maximum size can be tested in linear time [5], we get indeed an
O(|E|) algorithm for testing the popularity of a matching, which concludes the theorem.

4 Dual witness

In this section we investigate some consequences of the maximum matching approach for popu-
larity testing. The goal is to show that an optimal solution for LP2 with restricted values can be
given, summarized in the following theorem.

Theorem 5. Let a popular roommates instance be given on graph G. If M is a popular matching
in G, then there exists a dual witness for LP2 with α ∈ {0,±1}n and y ∈ {0, 2}|B|. Moreover, it
can be assumed that odd sets of value 2 form a sub-partition of V .

We will prove this theorem in Subsection 4.1 by using the Gallai-Edmonds decomposition of
G∗

M . An application is presented in Subsection 4.2 where we give a combinatorial characterization
of fractional popular matchings.

4.1 Dual witness from the Gallai-Edmonds decomposition

In this subsection we show that a witness described in Theorem 5 can be given from the Gallai-
Edmonds Decomposition of G∗

M . First we summarize some important properties of this decom-
position. For more details we recommend the book of Schrijver [16].

A brief introduction to the Gallai-Edmonds decomposition

Let G′ = (V ′, E′) be a graph, and consider the following partition of its nodes (we use similar
notations as in [16] in Section 24.4b):

• let D′ denote the set of nodes in G′ that are not covered by every maximum matching,

• let A′ denote the neighbors of D′ in G′,

• finally let C ′ denote the rest of the nodes in V ′.

7



A graph is factor-critical if for every node, the deletion of that node gives a graph that has
a perfect matching. Components in D′ are factor-critical, and components in C ′ are even ([16]
Theorem 24.7 and Corollary 24.7a).

Proposition 4.1. The following properties hold for a maximum matching M ′:

i) Every node v ∈ A′ is matched by M ′, and M ′(v) ∈ D.

ii) Every unmatched node in G′ is in D′.

iii) For every component Z in D′ there is exactly one node not matched by M ′ within Z, which
we call the root of Z. There is an alternating path from the root to every node in Z (because
each component is factor-critical).

4.1.1 Dual witness

Assume that M is popular in G and consider the Gallai-Edmonds decomposition of G∗
M :

• let D denote the set of nodes in G∗
M that are not covered by every maximum matching,

• let A denote the neighbors of D in G∗
M ,

• finally let C denote the rest of the nodes in V ∗.

Since M is popular, it is also maximum in G∗
M , thus all unmatched nodes (i.e. blocking nodes,

star nodes and u) are in D. In addition, for every blocking node bv and node v ∈ A. Thus bv
forms a 1-element component of D.

Let X denote the set of nodes in V ∗ reachable on an alternating path from blocking nodes or
star nodes.

Corollary 1. The following properties hold for X:

a) u /∈ X (otherwise M is not maximum in G∗
M ),

b) if a matched node v ∈ X, then M(v) ∈ X,

c) X ∩ C = ∅ (from i) of Proposition 4.1),

d) if a component Z of D intersects X, then Z ⊂ X (from ii) of Proposition 4.1).

e) there is no edge between X ∩D and V ∗ \X (also from ii) of Proposition 4.1),

Now we give a dual witness (α, y) for the popularity of M based on the structure above.
First we define y. Consider the (odd) components Z1, . . . , Zk in G∗

M [X ∩ D] that have size at
least 3. If Zi ⊂ V , we define yZi

:= 2. If Zi 6⊂ V , then the root of Zi is a star node bS . Let
Z ′
i := Zi \ {bS} ∪ {q}, where q is the middle node of star S. Since bq is a 1-degree unmatched

node, bq ∈ D and q ∈ A, so q /∈ Zi thus set Z
′
i is also odd. We define yZ′

i

:= 2. For all other odd
sets in B(G) we set y to 0.

Next we define α. For every v ∈ D ∩X ∩ V we define αv := −1 and for every v ∈ A ∩X we
set αv := 1 (note that A ⊂ V (M) ⊂ V ). Finally for every node v ∈ V \X we define αv := 0.

The definition of (α, y) is complete. We turn to the proof of correctness of (α, y), which gives
a proof for Theorem 5.

Proof of Theorem 5.

Claim 4.2. The collection of 2-valued odd sets form a sub-partition.
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Proof. The collection of 2-valued sets is derived from the odd components of D, which forms a
sub-partition of V ∗. Only middle nodes of stars may be added to these sets, hence it is enough to
check these middle nodes. For every star S there is at most one odd component in D including bS ,
thus there is at most one 2-valued set including the middle node of S, which proves the claim.

Lemma 4.3. Vector (α, y) is a dual witness for the popularity of M in LP2.

Proof. First we consider dual constraints corresponding to nodes (loops). All αv ≥ −1, so it is
enough to check nodes v with wM (v, v) = 0. These are exactly the unmatched nodes, which all
get α value 0.

Now we turn to dual constraints corresponding to edges. For −2-weight edges the constraint
is trivially met.

Claim 4.4. The dual constraint is met by (α, y) for 0-weight edges.

Proof. Let vw be such an edge. If both v and w have α value at least 0, or have values +1 and
−1, then the dual constraint is clearly fulfilled.

If v and w both have α value −1, then both are in X ∩D, so v and w are in the same odd
component Z of G∗

M [X ∩D]. Then edge vw is in a 2-valued odd set, and the dual constraint is
fulfilled.

Finally we show that values 0 and −1 are not possible. Assume αv = 0 and αw = −1. If
v ∈ V ∗ were true, then edge vw would connect a node in X ∩ D with a node in V ∗ \ X, a
contradiction (Corollary 1). If v /∈ V ∗ were true, then v would be a node not matched by M , so
there would be an edge wu in G∗

M , giving a contradiction from the corollary again.

Claim 4.5. The dual constraint is met by (α, y) for 2-weight (blocking) edges.

Proof. Let xy be a blocking edge. If it is not a leaf in a star, then blocking nodes bx and by exist,
and x, y ∈ A, thus αx + αy = 1 + 1 = 2.

If xy is a leaf of a star S with middle node x and leaf node y, similarly we get that αx = 1. If
αy = 1 also holds, then the dual constraint is fulfilled. Since bS ∈ D, if αy 6= 1, then αy = −1 and
y ∈ D. Thus bS and y are in an odd component Z of G∗

M [X ∩D], and Z ′ = Z \ {bS} ∪ {x} is a
2-valued odd set, and we get for the dual constraint of edge xy that yZ′+αx+αy = 2+1+(−1) =
2.

Claim 4.6. Dual solution (α, y) is optimal.

Proof. We show that (α, y) is a 0-weight dual solution, which proves its optimality (because
matching M gives a weight 0 solution for LP). We sum up values of the objective function
along matching edges. For every v ∈ X ∩ A we have M(v) ∈ D (by Proposition 4.1), thus
αv + αM(v) = 1 + (−1) = 0. For every 2-valued odd set Z there are (|Z| − 1)/2 matching edges
spanned by Z and their endpoints have a total α value of −(|Z| − 1), which gives yZ(|Z| − 1)/2+∑

vw∈M,v,w∈Z(αv + αw) = 2 · (|Z| − 1)/2 − 2 · (|Z| − 1)/2 = 0. All other values of (α, y) are zero,
thus the total value is zero indeed.

We have showed that (α, y) is a 0-weight dual solution, so it is a witness for popularity, and
Lemma 4.3 is complete.

Since witness (α, y) defined above uses values α ∈ {0,±1}n and y ∈ {0, 2}|B|, and 2-valued
sets form a sub-partition by Claim 4.2, this proves Theorem 5.

The following observation will be used in the next subsection to give a combinatorial charac-
terization of fractional popularity.
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Observation 4.7. Let (α, y) be the optimal solution of LP2 derived from the Gallai-Edmonds
decomposition as described above. Then there is a 2-valued odd set if and only if there is a
component Z in X ∩D with |Z| ≥ 3.

4.2 Combinatorial characterization of fractional popularity

In this subsection we show an application of Theorem 5 for fractional matchings. The notion of
popularity can be generalized naturally to non-integer vectors in the following way. A fractional

matching in G̃ is a vector p : E(G̃) → R
+ such that dG̃p (v) = 1 for every v ∈ V . Every matching

M can be regarded as a 0 − 1 valued fractional matching χ
M̃
. A matching M is fractional

popular1 if there is no fractional matching p such that
∑

e∈E(G̃)
wM (e) · pe > 0. Kavitha [13]

investigated fractional popular matchings and gave the following characterization.

Theorem 6 (Kavitha [13], Theorem 8.). Let a popular roommates instance be given on graph G.
A matching M is fractional popular iff M has a witness (α, y) for LP2 such that α ∈ {0,±1}V

and y = 0.

We use our results to give a combinatorial characterization of fractional popular matchings.

Theorem 7. Let a popular roommates instance be given on graph G and let M be a popular
matching. Let sets X,D be the ones derived from the Gallai-Edmonds decomposition of G∗

M as
described in Subsection 4.1. Then the followings are equivalent:

i) M is also fractional popular,

ii) there is no odd component Z in G∗
M [X ∩D] with |Z| ≥ 3,

iii) the following structures do not exist in G:

a) an odd alternating cycle C through a star: C = x − v1 −M(v1) − . . . − vk −M(vk) − x,
where xv1 and xM(vk) are leafs of a star.

b) an alternating path P connecting a blocking edge xv1 with the root r of an odd alternating
cycle Q: P = x − v1 −M(v1) − . . . − vk −M(vk) = r, and Q = r − z1 −M(z1) − . . . −
zl −M(zl)− r, where V (P ) ∩ V (Q) = {r},

a b

c d

G

2 2

1

21

1

3 1

a b

c d

bc

bS

G∗
M

a b

c d

1

1
2

1
2

1
2

G, p

Figure 2: An example for the existence of structure a) in Theorem 7. For matching M = {ab, cd},
nodes {a− b− bS} form an odd component in X ∩D and an odd alternating cycle as well. Thus
there is an odd alternating cycle C = c− a− b− c through a star in G and a fractional matching
p more popular than M exists.

Proof of Theorem 7. First we prove ii) → i): Consider the Gallai-Edmonds decomposition of
G∗

M . If there is no odd component Z in G∗
M [X ∩ D] with |Z| ≥ 3, then by Observation 4.7

there is no 2-valued odd set in witness (α, y) described in Subsection 4.1. Since αv ∈ {0,±1}, by
Theorem 6 M is truly popular indeed.

1also called ’truly popular’ in [13]
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a b

c

2 1

2

12

1

G

e f

d

2 2

1

32

1

13

a b

c d

e f

bc

ba

G∗
M

a b

1

c

1

G, p

e f

d

1
2

1
2

1
2

Figure 3: An example for the existence of structure b) in Theorem 7. For matching M =
{ab, cd, ef}, alternating odd cycle {d − e − f − d} can be reached on an alternating path from
both bc and ba, but the path from bc is shorter. Thus there is an odd alternating path P = a−c−d
to cycle Q = d− e− f − d in G, and a fractional matching p more poplar than M exists.

Second we prove i) → iii) indirectly: assume that one of the structures a) or b) described
above exists.

If an alternating cycle C as described in a) exists, consider the fractional matching p derived
fromM , where we replace values on cycle C by constant 1

2 and define p to be 1 on loopM(x)M(x).
Then

∑
e∈E(G̃) wM (e) · pe =

1
2(2+ 0+ . . .+0+2)− 1 = 1 > 0 that is, M is not fractional popular

(see Figure 2).
If an alternating path P as described in b) exists, consider the following fractional matching

p. We switch M along P : 1 = p(xv1) = p(M(v1)v2) = . . . = p(M(vk−1)vk), and 0 = p(xM(x)) =
p(viM(vi)), and set p on loop M(x)M(x) to 1, while p on the edges of cycle Q is set to 1

2 . On all
other edges p := χ

M̃
. Then

∑
e∈E(G̃) wM (e) · pe = 2 + 0 + . . . + 0 + (−1) + 1

2 · 0 = 1 > 0 that is,

M is not fractional popular (see Figure 3).
Finally we prove iii) → ii) indirectly: let Z be an odd component of size at least 3 in

G∗
M [X ∩D]. Since Z is factor critical (Corollary 24.7a. [16]), there is an odd M -alternating cycle

C0 through root r in Z: C0 = r−v1−M(v1)− . . .−vk−M(vk)−r. If the root of Z is not matched
by M , then it is a star node bS for star S with middle node x. Then C := C0 \ {bS} ∪ {x} :
C = x− v1 −M(v1)− . . .− vk −M(vk)− x is the alternating cycle as described in a).

If the root r of Z is matched by M , since it is in X, it can be reached from a star node or
a blocking node b on an alternating path P0 = b − v1 − M(v1) − . . . − vk − M(vk) = r. We
may assume P0 is a shortest such path. Since bv1 is an edge in G∗

M , there is a blocking edge xv1
incident to v1. Since P0 is shortest, x /∈ V (P0). Then P := x− v1−M(v1)− . . .− vk−M(vk) = r
and Q := C0 give a structure as in b).

Open questions

We have seen that the popularity of a matching M is equivalent to the maximality of M in an aux-
iliary graph, which motivates several questions. Can this approach be used to give new algorithms
for finding popular matchings, or can previous methods be simplified? Can we prove similar re-
sults for other popular structures, for example popular b-matchings, or popular matchings under
weak preferences?
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