
Mezei, Kitti1 – Träger, Anikó2 

The Digital Equality Turn in the EU:  

How the AI Act and Platform Regulations Operationalise Non-Discrimination3 

 

I. From Opacity to Inequality: Case Studies of Algorithmic Discrimination4  

Artificial intelligence (AI)5 poses distinctive challenges for the principle of non-discrimination. 

While discrimination in traditional legal contexts often depends on explicit or easily identifiable 

differential treatment, AI systems produce inequality through far more complex and opaque 

processes. This opacity complicates both detection and legal redress, leading to systemic under-

enforcement of equality norms.6 These abstract concerns become clearer when viewed through 

concrete examples, which demonstrate how seemingly neutral algorithmic tools can reproduce 

and even amplify structural bias. 

Case studies illustrate the range of discrimination risks. The widely cited COMPAS risk 

assessment tool in U.S. criminal justice notoriously produced racially biased outcomes. Black 

defendants were nearly twice as likely as white defendants to be misclassified as high-risk non-

recidivists, while white defendants were more likely to be misclassified as low-risk recidivists. 
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Despite being presented as objective and data-driven, COMPAS effectively reproduced racial 

disparities and undermined defendants’ rights to equal treatment and due process.7  

More recently, Google’s Gemini model illustrates a different pathology: overcorrection bias. In 

seeking to avoid exclusionary outputs, Gemini generated historically inaccurate and offensive 

images (e.g., depicting Nazi soldiers as African American). This demonstrates that algorithmic 

fairness interventions can themselves distort representation, raising fresh challenges for 

equality law.8  

In traditional labour markets as well, AI-based systems are increasingly used to streamline and 

automate processes such as CV screening, performance evaluation, and employee assessment.9 

A well-known example is Amazon’s recruitment algorithm, which—trained on data from a 

historically male-dominated workforce—systematically penalised women applicants by 

downgrading résumés with indicators of female identity. In this case, historic bias in training 

data directly translated into gender discrimination, undermining the principle of equality 

between men and women.10  

Moreover, food-delivery platforms such as Deliveroo and Uber Eats have become central 

illustrations of how algorithmic management can generate discriminatory effects in 

employment contexts. Unlike traditional employment relationships, where managers make 

direct decisions, these platforms rely on automated rating and assignment systems to allocate 

work, assess performance, and even terminate contracts.11 

Between 2021 and 2022, courts in Italy, Spain, and the UK began testing platform algorithms 

against equality law. In Italy, the Court of Bologna ruled that Deliveroo’s rating system 

unlawfully penalised riders who were absent for protected reasons such as illness, childcare, or 
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strikes, thereby disadvantaging workers with family duties or union membership.12 In Spain, 

the “Ley Riders” law was introduced in response to similar disputes, presuming employment 

for platform workers and requiring transparency about how algorithms allocate work.13 In the 

UK, an Uber Eats courier challenged the company’s facial recognition “selfie” checks after 

repeated lockouts, arguing that the system’s higher error rates for racialised individuals 

amounted to racial discrimination.14 Backed by the Equality and Human Rights Commission, 

the case was allowed to proceed before eventually settling with compensation in 2024.15 Taken 

together, these disputes highlight a common pattern: algorithmic management systems can 

appear neutral but often reproduce discrimination, while workers struggle to access effective 

remedies. 

In 2019, Apple and Goldman Sachs faced public and regulatory attention over allegations of 

gender discrimination in the credit allocation of the newly launched Apple Card. Multiple high-

profile users reported that they and their spouses received drastically different credit limits 

despite sharing finances and having similar credit histories. Women were frequently assigned 

much lower limits than their male counterparts, even in cases where the women had higher 

credit scores. The controversy quickly escalated on social media and prompted an official 

investigation by the New York Department of Financial Services. Although Goldman Sachs 

denied any intentional discrimination, it acknowledged the existence of disparities in outcomes 

and attributed them to the opaque decision-making processes of its underlying risk models. The 

incident highlighted the black-box nature of credit scoring algorithms,16 where neither 

applicants nor regulators had full visibility into the factors driving outcomes. Even absent direct 
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use of gender as a variable, the system likely relied on correlated proxies (e.g., income history, 

types of expenditure, or joint accounts) that disproportionately affected women.17 

From an anti-discrimination perspective, the Apple Card case illustrates the central difficulty of 

indirect discrimination in algorithmic systems. A neutral-seeming model produced gender-

differentiated outcomes that are difficult for claimants to challenge, both because the inputs are 

obscured by proprietary models and because institutions can defend the practice as a 

proportionate means of ensuring predictive accuracy. The burden of proof lies heavily with the 

affected individuals, who lack access to the training data or internal logic of the scoring 

system,18 so it creates the evidentiary barrier that Hacker (2018)19 and others20 mentioned. The 

algorithmic opacity may create an “enforcement choke point” in EU anti-discrimination law: 

claimants cannot realistically access the training data or model logic needed to prove disparate 

impact, meaning that legal protections remain largely theoretical. 

 

II. From Unequal Data to Doctrinal Gaps: Why AI Challenges EU Anti-

Discrimination Law 

The roots of discrimination in AI are multifaceted. Discrimination doesn’t emerge only from 

malicious intent, but from a constellation of factors: biased or incomplete training data; design 

choices in algorithm architecture and objectives; lack of diversity among developers; and 

deployment in social settings that amplify historic inequalities. Scholars such as Ferrer et al. 

(2020)21 and Zajko (2022)22 emphasize that technical and social dimensions are deeply 
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intertwined; Kuhlman et al. (2020)23 show that who builds the model matters just as much as 

how the model is built. Most machine learning systems learn from past data, which often 

reflects entrenched social inequalities. Biased training data—whether through sampling errors, 

historical exclusion, or prejudiced labelling—builds inequality directly into algorithmic logic. 

Research shows that biased labels can cause models to replicate human prejudice,24 and that 

even fairness adjustments cannot fix residual unfairness if the data itself reflects historical 

exclusion.25 Labelling and measurement errors further distort fairness metrics.26 Recent work, 

such as FAIRLABEL, demonstrates both the pervasiveness of biased labels and methods to 

correct them.27  Moreover, Zajko (2020) argues that algorithms are trained on an unequal ground 

truth, meaning that structural disadvantages across gender, race, class, and disability are already 

embedded in the data before modelling begins.28 Lopez (2021) defines different types of bias 

including “societal bias”, where structural inequalities in society are correctly reflected in 

data—i.e. an unequal ground truth that algorithms reproduce. Machine-learning systems often 

reproduce what Zajko calls an “unequal ground truth”—the structurally biased social realities 

encoded in training data—thereby amplifying disadvantage, further embeds disparities.29 Proxy 

discrimination is especially problematic: even when sensitive attributes like race or gender are 

removed, neutral features such as postcode, hobbies, or education can correlate strongly with 

protected traits, producing indirect discrimination that is both pervasive and difficult to trace. 

It represents a central challenge in algorithmic fairness: models may appear blind to protected 

attributes but still discriminate via correlated neutral features. Researchers formalising proxy 

use,30 legal analysis of rational proxy discrimination,31 and empirical work about “fairness 
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under unawareness”32 all show that tracing such indirect harm is both technically and legally 

complex. Furthermore, feedback loops intensify inequality: a biased hiring model that 

predominantly selects white men will generate new datasets that reinforce the same outcome, 

locking in structural disadvantage.33 Recent research shows that biased hiring systems do not 

just mirror existing inequalities—they can actually magnify them over time through feedback 

loops. According to Baek and Makhdoumi (2023),34 for instance, model scenarios where two 

groups start out with the same underlying skills.  Even so, if one group is slightly less likely to 

be evaluated positively or hired at the beginning, that small difference compounds. Over 

successive rounds of hiring, the disadvantaged group gets fewer opportunities to demonstrate 

ability, which in turn leads employers to underestimate their skills even further. The result is a 

self-reinforcing cycle in which the disadvantaged group is eventually locked out of most 

opportunities. Hu and Chen (2017) similarly demonstrate that when hiring practices ignore 

fairness across groups, the labour market can settle into stable but unequal patterns.35 Once 

these inequitable “equilibria” form, they tend to lock in disadvantages for certain groups: even 

if employers are no longer consciously discriminating, the system reproduces past imbalances 

in ways that are self-sustaining and resistant to change unless targeted corrective measures are 

introduced. 

From a legal perspective, these dynamics map imperfectly onto EU anti-discrimination law.36 

Though direct discrimination—where protected traits explicitly determine outcomes—is 

relatively rare in AI, indirect discrimination is much more common, as neutral algorithms often 
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produce disproportionate disadvantages for protected groups.37 Enforcement is difficult in 

practice. Victims must often detect and prove disparate impact, but this is nearly impossible 

when models are opaque and claimants lack access to training data or internal audit trails.38 

Even when patterns of disadvantage are visible, developers may invoke efficiency or predictive 

accuracy as a proportionate justification for harmful outcomes—which courts under EU law 

may accept.39 The result is a gap between the theoretical protective scope of non-discrimination 

law and its practical enforceability in algorithmic contexts.40  

Moreover, the EU equality law already struggles to capture intersectional discrimination, with 

the CJEU showing limited awareness of how overlapping disadvantages operate in practice.41 

This gap becomes even more acute in the AI context, where opacity, structural reproduction of 

inequality, and the mismatch between legal categories and algorithmic harms make it harder 

still to address complex, layered forms of discrimination.42  

Together, these limitations underscore why traditional, reactive, litigation-based enforcement is 

insufficient and why preventive obligations—such as duties of care in system design, robust 

dataset governance, enforceable transparency rights, and systemic risk oversight—are essential, 

as reflected in the EU’s AI Act and other digital legislative initiatives.43 

 

III. From Fragmented EU Non-Discrimination Law to Preventive Digital 

Regulation 

The EU’s non-discrimination framework constitutes a fragmented assemblage of sectoral and 

ground-specific instruments rather than a single, comprehensive regime. Outside the field of 

employment, protection against unequal treatment is limited to race and ethnic origin (Directive 

2000/43/EC) and sex (Directive 2004/113/EC). By contrast, other grounds recognised in EU 

 
37 Wachter, S., Mittelstadt, B. and Russell, C., (2021).; Weerts, H., Xenidis, R., Tarissan, F., Olsen, H. P. and 

Pechenizkiy, M., ‘Algorithmic Unfairness Through the Lens of EU Non-Discrimination Law: Or Why the Law Is 
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primary law—religion or belief, disability, age, and sexual orientation—are covered only in 

employment contexts through Directive 2000/78/EC, but not in the wider provision of goods 

and services. This asymmetry leaves significant domains of AI-mediated services—including 

credit scoring, dynamic pricing, and personalised recommendation systems—either partially or 

wholly beyond the scope of the EU equality acquis when they occur outside the workplace.44 

The European Commission sought to close this gap through the 2008 Horizontal Equal 

Treatment Directive proposal, yet persistent political deadlock prevented its adoption, and 

protection across grounds and sectors remains uneven. 

Two structural features further complicate the application of EU equality law in digital 

environments. First, the definition of “services” under Directive 2004/113/EC is linked to 

remuneration, creating uncertainty as to whether “free” online services financed through 

advertising or the monetisation of personal data fall within its ambit—even though the Digital 

Content Directive (2019/770) now recognises personal data as a form of counter-performance 

in consumer law. Second, the architecture of algorithmic systems—particularly in the form of 

ranking, targeting, and recommender mechanisms—shapes access to opportunities indirectly, 

by governing visibility and exposure, rather than through discrete contractual decisions. Such 

dynamics sit uneasily with traditional conceptions of “access to services,” thereby creating 

regulatory blind spots. These are precisely the spaces in which algorithmic discrimination is 

most likely to emerge, unaddressed by clear ex ante equality obligations.45  

In response to such limitations, the EU has pursued complementary regulatory strategies. The 

AI Act introduces risk-based obligations, including data governance, transparency, and human 

oversight, for high-risk AI applications such as credit scoring and employment systems. The 

Digital Services Act (DSA)46 requires very large platforms and search engines (VLOPs and 

VLOSEs) to assess and mitigate systemic risks, explicitly including risks of discriminatory 

impact in recommender systems.47 The Digital Markets Act (DMA)48 further addresses 

structural imbalances by imposing obligations on gatekeeper platforms, such as rules on self-
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preferencing and data use, which indirectly bear on fairness in digital markets. Similarly, the 

Platform Work Directive (PWD) establishes transparency and accountability requirements for 

algorithmic management in the gig economy. While these instruments do not expand the 

substantive scope of EU non-discrimination directives, they signal a preventive, governance-

oriented turn that complements the equality acquis in digital contexts. 

Crucially, their regulatory form—so-called „acts”49 with direct effect, alongside directives 

requiring national implementation—marks a significant departure from the EU’s traditional 

reliance on sectoral equality directives. Whereas anti-discrimination law has long depended on 

fragmented, transposed instruments whose effectiveness varies across Member States, the new 

generation of digital regulations establishes uniform, immediately binding obligations on 

platforms and AI providers throughout the EU. Moreover, these regulations are designed with 

a marked extraterritorial effect: the AI Act, the DSA, and the DMA apply not only to entities 

established within the EU but also to third-country providers whose services reach EU users. 

This regulatory architecture therefore extends the EU’s equality-related governance standards 

well beyond its borders. The result is not merely a complementary layer of protection in digital 

contexts, but a broader reorientation of EU equality governance—shifting from reactive, 

litigation-driven enforcement towards preventive, harmonised, and globally resonant 

regulation. 

 

VI. The AI Act’s Response to Algorithmic Discrimination  

The AI Act addresses discrimination-related risks through several interlinked provisions 

targeting different stages of AI system design and use. The general framework is reinforced by 

Annex III, which designates specific applications as “high-risk” precisely because of their 

potential to produce discriminatory effects in socially sensitive domains. Credit scoring and 

creditworthiness assessment are explicitly listed as high-risk applications in relation to access 

to essential private services [Annex III, point 5(b)]. Recruitment, worker management, and 

automated termination tools, such as Amazon’s hiring algorithm or Deliveroo’s and Uber Eats’ 

rating and assignment systems, are classified as high-risk in the field of employment, workers’ 

management, and access to self-employment (Annex III, point 4). Biometric identification 

systems, such as Uber Eats’ facial recognition checks, are designated high-risk in the area of 
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biometric identification and categorisation of natural persons (Annex III, point 1). These 

classifications reflect the recognition that such systems, while often presented as neutral or 

efficient, directly affect fundamental rights by determining access to employment, income, 

financial resources, and essential services—precisely the areas where algorithmic 

discrimination can have the most severe and systemic consequences. 

Article 10 of the AI Act addresses discrimination risks at their root: the datasets that train high-

risk AI systems. Providers must ensure that training, validation, and testing data are not only 

relevant to the system’s intended purpose but also representative of the populations on which 

the system will be deployed. This means that datasets must capture the diversity of affected 

users, including vulnerable groups such as ethnic minorities, older persons, or persons with 

disabilities, so that these groups are not systematically misclassified or excluded. The provision 

also requires datasets to be statistically robust and as complete as possible, with careful 

validation to minimise skewed distributions or gaps that could produce biased outcomes. 

Importantly, Article 10(4) adds a contextual dimension: datasets must reflect the geographical, 

linguistic, and cultural environment in which the system is intended to operate—for example, 

by including regional dialects or behavioural patterns relevant to the target population. In 

practice, these requirements translate into a duty of bias-checking and data governance long 

before a system reaches the market. 

Articles 14 and 15 extend these safeguards into the operational life of AI systems. Article 

14(4)(b) requires human supervisors to monitor for automation bias, the well-documented 

tendency to defer uncritically to algorithmic outputs, which could otherwise allow 

discriminatory decisions to pass unchecked.50 Article 15(4) imposes design obligations on 

adaptive or continuously learning systems, requiring providers to prevent feedback loops in 

which biased outputs are fed back into training data, progressively amplifying inequality—for 

instance, in recruitment systems that only recommend candidates resembling past hires. 

Taken together, Articles 10, 14, and 15 of the AI Act establish a three-layer safeguard against 

algorithmic discrimination by requiring bias-resistant datasets, critical human oversight to 

counter automation bias, and system design that prevents the structural reinforcement of 

disparities. Finally, the AI Act acknowledges a key tension in non-discrimination law: bias 

cannot always be detected without engaging directly with sensitive data such as race, ethnicity, 

or health status. Article 10 therefore permits the exceptional processing of special categories of 
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data, but only under strict GDPR-level safeguards, including pseudonymisation, limited 

retention, state-of-the-art security, and deletion once the correction is complete. This balancing 

act underscores the EU’s approach: fundamental rights protection requires not just prohibiting 

discriminatory outcomes but embedding preventive, context-sensitive duties of care into the 

design and governance of high-risk AI systems.51 

The AI Act complements—not replaces—non-discrimination directives by imposing ex-ante 

duties that operationalise equality concerns in high-risk uses: data governance for training, 

validation and testing (Article 10), transparency and instructions (Article 13), human oversight 

(Article 14), logging and record-keeping (Article 12), risk and quality management (Article 9 

and 17). It introduces a Fundamental Rights Impact Assessment (FRIA) obligation for public 

bodies and certain private providers of public services, and for specific high-risk use cases (e.g., 

credit and insurance). Article 27 requires deployers to identify impacted groups, map risks, and 

notify market surveillance authorities. This is a systemic, preventive tool aimed exactly at the 

evidentiary and governance deficits.52 

Under EU anti-discrimination law, a practice that has a disparate impact can still be upheld if 

the defendant shows it pursues a legitimate aim and is proportionate. In many cases, courts have 

accepted efficiency or predictive accuracy as such legitimate aims.53 An instructive national 

example comes from the Netherlands, where the life insurer Dazure differentiated premiums 

primarily on the basis of a customer’s postcode, alongside lifestyle factors such as smoking. 

Although postcode is formally a neutral criterion, in practice it correlates strongly with socio-

economic and ethnic segregation, meaning that members of racial or ethnic minorities 

concentrated in lower-income neighbourhoods were more likely to face higher premiums. This 
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raised questions under the EU Racial Equality Directive 2000/43/EC, which extends the 

prohibition of direct and indirect discrimination to goods and services, including insurance. 

Because postcode is not itself a protected ground, the assessment fell under indirect 

discrimination: a neutral provision liable to put persons of a particular racial or ethnic origin at 

a particular disadvantage. The Dutch Human Rights Institute acknowledged this disparate 

impact but ultimately held the practice objectively justified. The insurer was pursuing a 

legitimate aim – actuarially sound risk assessment—through appropriate means—postcode as 

a statistically validated proxy for life expectancy—and in a manner deemed necessary, since 

the alternative of collecting more intrusive individual financial data (e.g., income) would have 

raised additional privacy and proportionality concerns.54 This reasoning foreshadows the kinds 

of trade-offs likely to arise in algorithmic systems: providers may defend biased outputs on the 

basis that their models are more accurate or privacy-preserving, even if the result entrenches 

structural disadvantage. The AI Act does not directly amend this proportionality doctrine. 

Instead, it takes a preventive approach by imposing ex ante obligations: developers of high-risk 

AI systems must ensure the quality and representativeness of datasets (Article 10), provide 

documentation and transparency (Article 13), and guarantee meaningful human oversight 

(Article 14). These requirements mean that providers cannot simply defend an unequal outcome 

by pointing to accuracy. They must demonstrate that they took active steps to prevent bias in 

design and deployment.55 So, the EU non-discrimination law addresses discrimination 

retrospectively, while the AI Act requires fairness to be built into AI at the design stage; bridging 

this gap demands translating legal standards into technical requirements through 

interdisciplinary collaboration.56  

Moreover, if providers fail to meet these duties, according to the Article 74(13), the market 

surveillance authorities are empowered to “open the black box”: they can require disclosure of 

technical documentation, training data specifications, and, where necessary, even grant full 

access to the source code to assess compliance. This regulatory capacity significantly shifts the 
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balance of power. Instead of claimants struggling to uncover evidence from opaque systems, 

public authorities are authorised to probe the inner workings of algorithms. 

One step ahead, the Article 86 of the AI Act marks a significant step beyond the GDPR by 

explicitly recognising a “right to explanation” in the context of high-risk AI systems. It entitles 

any person adversely affected by a legally or similarly significant decision taken on the basis 

of such a system to obtain from the deployer a clear and meaningful account of two things: (i) 

the role played by the AI system in the overall decision-making procedure, and (ii) the main 

elements of the decision itself. In discrimination contexts, this provision directly responds to 

the enforcement choke point problem: instead of facing a black box, claimants are given a legal 

entitlement to information that can reveal whether the outcome was shaped by proxy variables 

or biased data. At the same time, the scope is limited—only Annex III high-risk AI systems are 

covered, with certain exemptions for law enforcement and where EU or national law provides 

otherwise. Nonetheless, Article 86 represents the EU’s first horizontal, sector-independent 

recognition that explanations are essential for making anti-discrimination rights enforceable in 

the age of AI. 

In this way, the AI Act has the potential to recalibrate the relationship between efficiency and 

equality in EU law. Accuracy may still count as a legitimate aim, but it no longer excuses neglect 

of fairness obligations—and providers face the prospect of direct regulatory scrutiny if they fall 

short. 

 

IV. From AI to Platforms: How the DSA, DMA, and PWD Extend Equality 

Governance 

Beyond the AI Act, equality and non-discrimination principles also appear—often implicitly —

in other major pieces of EU digital platform regulation. These instruments show that concerns 

about systemic discrimination are increasingly embedded across the EU’s digital lawmaking, 

even outside of explicit human rights legislation. 

The DSA introduces a novel regulatory framework for addressing risks arising from the design 

and operation of VLOPs and VLOSEs. Section 5 requires VLOPs and VLOSEs—defined as 

services reaching at least 45 million active monthly users in the EU—to identify, assess, and 

mitigate what the regulation terms “systemic risks” (Article 34). While systemic risks are not 

exhaustively defined, the regulation provides an illustrative list that explicitly encompasses 

“any actual or foreseeable negative effects for the exercise of fundamental rights”, including 

the right to non-discrimination under Article 21 of the Charter of Fundamental Rights of the 

EU. It situates discriminatory outcomes not merely as individual harms but as systemic risks 



embedded in platform design, functioning, and use. Practices such as recommender system 

profiling, targeted advertising, content moderation, and biometric verification are thus placed 

under heightened scrutiny. Each of these technical and organizational choices can produce 

indirect or direct discriminatory effects, whether by reinforcing stereotypes, excluding 

individuals from opportunities, or amplifying unequal visibility across protected groups. To 

address these concerns, Article 35 imposes a proactive duty on VLOPs and VLOPSEs to 

implement targeted mitigation measures. These may include redesigning service features that 

contribute to discriminatory harms, modifying recommender and advertising systems to reduce 

bias, ensuring that synthetic content is clearly labelled, and strengthening content moderation 

practices. Importantly, platforms must also provide at least one recommender system option not 

based on profiling (Article 38), a safeguard designed to reduce the discriminatory effects of 

inferences drawn from personal or group characteristics. In addition, the obligation to maintain 

a publicly accessible repository of advertising practices (Article 39) increases transparency 

around microtargeting, allowing civil society and regulators to monitor whether advertising 

tools perpetuate inequality. However, this preventive duty risks being reduced to a box-ticking 

exercise. Even with the compulsory systemic risk audits under Article 37, platforms may 

comply formally while leaving structural inequalities untouched, unless supervisory authorities 

develop substantive standards for assessing discriminatory impacts. 

A further innovation of the DSA is Article 40, which creates a right of access for vetted 

researchers to obtain data from VLOPs and VLOSEs. This provision is directly relevant to 

discrimination because it enables independent scrutiny of algorithms, recommender systems, 

and their risk profiles. Researchers can examine the logic, design, functioning, testing protocols, 

and limitations of these systems—effectively opening up otherwise opaque “black boxes.” 

While access is limited to EU-compliant research frameworks and applies only to the very 

largest platforms, it nevertheless marks a significant step toward overcoming the evidentiary 

barriers that have long plagued anti-discrimination enforcement. By mandating transparency 

for research purposes, Article 40 allows discriminatory effects to be systematically documented 

and challenged, rather than left hidden behind proprietary opacity.57 

For anti-discrimination law, the DSA is significant in two respects. First, it explicitly 

acknowledges that algorithmic discrimination can amount to a systemic risk, requiring 

structural rather than ad hoc remedies. Second, it broadens the accountability framework by 

linking discrimination not only to individual decision-making but also to the socio-technical 
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architecture of platform services. This shift matters because discriminatory effects often arise 

less from intentional exclusion and more from design choices that embed historical bias or 

prioritise profit-maximising engagement logics. 

The DMA is primarily an economic regulation aimed at curbing unfair practices of large online 

“gatekeepers”, like Google, Meta, Apple, Amazon and more. Although it does not explicitly use 

the language of discrimination, its emphasis on fairness and equal access indirectly promotes 

equality. By prohibiting practices such as self-preferencing or discriminatory access to business 

users, the DMA safeguards equal treatment in digital markets. The DMA further operationalises 

fairness obligations in algorithmic infrastructures by regulating gatekeeper-controlled ranking 

systems. Article 6(5) DMA prohibits self-preferencing and requires that rankings be transparent, 

fair, and non-discriminatory. Unlike the more cumbersome enforcement of Article 102 TFEU—

which requires lengthy investigations to prove abuse of market dominance—this provision 

establishes strict, ex ante duties, thereby enhancing compliance by deterrence. The non-

discrimination requirement extends beyond mere transparency: when rankings directly concern 

individuals or groups, it overlaps with classical equality law prohibitions on discrimination 

based on protected characteristics; when rankings concern business users or products, it imports 

a competition-law understanding of non-discrimination akin to FRAND (fair, reasonable, and 

non-discriminatory) obligations. In this way, the DMA bridges competition and equality law, 

addressing both anti-competitive bias and systemic risks of exclusion. The purpose here is not 

to enhance accuracy, but to limit data advantages that could further entrench market power. This 

creates a structural tension: the AI Act demands richer, more representative datasets to ensure 

fairness, while the DMA deliberately curtails the accumulation and use of data by dominant 

platforms to preserve competition. The irony is that the very feature that makes AI models 

accurate—access to large, diverse datasets—is simultaneously what makes gatekeepers too 

powerful.58 

In this sense, the DMA contributes to a broader digital equality framework, ensuring that market 

power cannot be exercised in a way that disadvantages certain groups of users or competitors. 

This demonstrates that the DMA, though competition-focused, embeds equality principles by 

structurally safeguarding non-discriminatory treatment in core digital infrastructures. 

The EU’s legal framework on equal treatment extends beyond the founding treaties and the 

Charter of Fundamental Rights to secondary legislation, with particular emphasis on the labour 

 
58 Hacker, P., Cordes, J. and Rochon, J., ‘Regulating Gatekeeper AI and Data: Transparency, Access, and Fairness 

under the DMA, the GDPR, and Beyond’ (2022) arXiv https://arxiv.org/abs/2212.04997 accessed 21 September 

2025. 

https://arxiv.org/abs/2212.04997


market. Employment conditions—such as access to work, remuneration, and promotion—are 

areas where structural inequalities persist. The rise of digital labour platforms, accelerated by 

the COVID-19 pandemic, has created new forms of flexible yet precarious employment. These 

arrangements often exclude traditional guarantees such as minimum wage or sick leave and 

render workers dependent on platform-based algorithmic management. The PWD seeks to 

address these vulnerabilities by regulating working conditions in platform employment, with 

particular regard to algorithmic governance. By creating a presumption of employment where 

platforms exercise algorithmic control, the PWD ensures that platform workers fall under 

existing labour law protections, including EU non-discrimination directives. Algorithmic 

decision-making, while efficient in matching supply and demand, introduces risks of 

subordination, opacity, and discrimination. Studies reveal that platform algorithms reproduce 

and exacerbate existing labour market inequalities—such as gender pay gaps, disadvantages for 

carers, migrants, and workers with limited digital skills—through mechanisms like continuous 

availability requirements, one-sided evaluation systems, and biased ranking criteria.59 Article 

1(1) of the PWD underlines the need for transparency, fairness, and accountability in platform 

governance. The PWD on improving working conditions in platform work explicitly addresses 

the risks of algorithmic management, including discrimination. Article 6 of the text introduces 

obligations on platforms to ensure transparency and fairness in algorithmic decision-making, 

while Recital 37 highlights the potential for bias and unequal treatment embedded in 

algorithmic governance.  As discussed earlier, the AI Act classifies employment-related AI 

systems—such as recruitment tools and algorithmic management platforms—as “high-risk.” In 

parallel, the PWD can be read as a sector-specific complement: it translates the broader 

preventive logic of the AI Act into the labour context by creating a presumption of employment, 

mandating transparency in algorithmic decision-making, and ensuring that automated 

dismissals can be legally contested. Taken together, these instruments embed equality and 

fairness standards into algorithmic management, ensuring that platform workers enjoy 

protection comparable to those under traditional managerial practices. 

The shortcomings of the EU’s existing anti-discrimination directives—limited material scope, 

ease of justification, and evidentiary choke points—highlight why litigation-based enforcement 

alone cannot effectively address algorithmic discrimination. Hacker (2018) captures this 

problem by arguing that what is needed is “equal protection by design”: embedding safeguards 
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against discrimination directly into the technical and organisational structures of AI systems.60 

This is precisely where the EU’s new digital regulations (the AI Act, DSA, DMA, and, in part, 

the PWD) represent a shift. Unlike the older equality directives, which rely on ex post 

enforcement through individual claims, these instruments establish ex ante duties of dataset 

governance, transparency, and systemic risk oversight. In doing so, they begin to translate the 

principles of non-discrimination into the everyday governance architecture of digital 

technologies themselves, complementing but also moving beyond the traditional equality 

acquis. 

 

VI. Reframing Non-Discrimination: The AI Act and the Platform Regulations  

The analysis undertaken in this paper demonstrates that the AI Act does not establish an entirely 

new body of anti-discrimination law. Instead, it operationalises and extends the existing acquis 

of equality and non-discrimination into the algorithmic domain. By classifying certain AI 

systems as high-risk, prohibiting others outright, and embedding requirements of data quality, 

transparency, and oversight, the Act translates long-standing legal principles of equal treatment 

into the regulatory language of risk management and technological governance. In this sense, 

it functions less as a novel regime and more as the algorithmic articulation of obligations 

already familiar from EU non-discrimination law. 

At the same time, situating the AI Act alongside the DSA, the DMA, and the PWD reveals a 

broader trajectory that may be described as a “digital equality turn” in EU law. Each of these 

instruments incorporates, in different forms, concerns about algorithmic fairness, systemic bias, 

and unequal treatment in digital environments. Read together, they allow us to conceptualise 

the AI Act and related regulations not only as tools of technological regulation but also as the 

EU’s first genuine attempt at a digital equality law. This reframing highlights the originality of 

the new digital regulations: while they do not displace existing equality directives, they re-

contextualise them for an age in which algorithmic decision-making increasingly mediates 

access to work, services, and opportunities. 

Looking ahead, this reinterpretation has practical consequences for law enforcement and 

regulatory practice. Courts will need to align the preventive logic of EU digital legislation with 

the reactive remedies of equality litigation, while supervisory authorities may be called to 

integrate their monitoring with the systemic risk assessments required under the DSA and the 
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fairness obligations of the DMA. In this way, the AI Act invites not only doctrinal debate but 

also institutional innovation in how Europe safeguards equality in the digital era. 

Ultimately, the effectiveness of this framework will depend not only on substantive obligations 

but also on institutional enforcement. Market surveillance authorities will be responsible for 

inspecting providers, demanding documentation, and even accessing source code to verify 

compliance. Equality bodies will remain central to investigating and litigating discrimination 

claims under existing directives. Courts, meanwhile, will continue to apply proportionality 

analysis in concrete cases, interpreting whether technical compliance under the AI Act also 

satisfies equality law obligations. This fragmented landscape creates a clear need for 

coordination mechanisms: without structured collaboration between equality bodies, data 

protection authorities, and market surveillance authorities, discriminatory systems risk slipping 

through the cracks. Embedding such coordination into the enforcement architecture would 

ensure that “digital equality law” is not merely rhetorical but a practical governance framework 

capable of delivering on its promise. 

 

 


