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UJ KERESESI IRANYRA EPULO BELSOPONTOS ALGORITMUS
LINEARIS OPTIMALIZALASRA

DARVAY ZSOLT, RIGO PETRA RENATA, SZENASI ESZTER

Egy 14j keresési iranyra alapozott teljes Newton-1épéses bels6pontos al-
goritmust vezetiink be linedris optimalizdldsi feladatok megolddsara. Az
eljdrds sordn algebrailag ekvivalens dtalakitds [2] segitségével véltoztatjuk
meg a centralis utat megadé egyenletrendszert. Megmutatjuk, hogy a mdd-
szer polinomialis komplexitasi. Ez az els6 linearis optimalizalasra vonatkozo
belsépontos algoritmus, amely ezzel a specialis keresési irdnnyal dolgozik.

1. Bevezetés

Az elsé belsdpontos algoritmust Karmarkar [4] vezette be 1984-ben linedris
optimalizdlési feladatok megolddsara. Roos, Terlaky, Vial [9], Wright [12] és Ye
[13] osszefoglaltak a bels6pontos algoritmusok elméletére vonatkozé legfontosabb
eredményeket.

A keresési iranyok megvalasztasa fontos szerepet jatszik ezeknek az algorit-
musoknak az esetében. 2002-ben Darvay [2] bevezette a centrélis 1t algebrai-
lag ekvivalens atalakitasanak moédszerét keresési iranyok meghatarozasira. Egy
folytonosan differencidlhaté és invertalhato fiiggvényt alkalmazott a centralis utat
meghatdrozo rendszer centralizaldsi egyenletére. A szakirodalomban eddig az iden-
tikus fiiggvényt, a gyokfiiggvényt és a op(t) = t —/t fiiggvényt hasznaltak [2, 3, 9].
Késébb, Kheirfam és Haghighi [5] a ¢(t) = Q(Tﬁ\/t) fiiggvényre épiilé irdnyt hasz-
naltak linearis komplementaritdsi feladatok megoldasara vonatkozé belsépontos
algoritmus bevezetésére. Ebben a cikkben egy 1j bels6pontos algoritmust muta-
tunk be linedris optimalizalési feladatok megoldasara, amely a Kheirfam és Hag-
highi altal bevezetett irdnyra épiil. Igazoljuk a mddszer polinomialitdsat is. Az
algoritmusra vonatkozé elemzés a [8] tanulmdnyban van részletesen bemutatva.

2. A linearis optimalizalasi feladat

A primaél feladat a kovetkezé:

min{c’x | Ax =b, x>0}, (1)
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ahol A € R™*™ rang(A) = m, b € R™ és c € R”. A dudl feladatot az aldbbi
médon adhatjuk meg:

max{b’y | ATy +s=¢c, s>0}. (2)

Az dltaldnossag megsértése nélkiil feltételezhetjiik, hogy 1étezik egy olyan (x°,y?,s?)
hérmas, amelyre teljesiil a bels6 pont feltétel:

Ax? = b, x>0,
ATy% 480 = ¢, s' > 0. (3)

Az 6ndudlis bedgyazas technikdjat [11, 14] felhaszndlva a csupa egyesekbdl all6
n-dimenzios e egységvektor tekintheté kezdeti pontnak. Ennek a technikanak a
lényege, hogy az eredeti feladatot bedgyazza egy nagyobb dimenzidju, ferdén szim-
metrikus, 6ndudlis linearis programozasi feladatba oly médon, hogy az 1j 6ndualis
linedris programozasi feladatnak a csupa egyes vektor mér szigord bels6 pontja. A
centralis utat meghatarozo6 rendszer a kdvetkezéképpen adhatd meg:

Ax = b, x>0,
Aly +s=c, s> 0, (4)
Xxs = pe,

ahol u > 0. Feltételezve, hogy a (3) teljesiil, fix p > 0 esetén a (4) rendszernek
egyértelmii megolddsa van, amelyet p-centrumnak hivunk (Sonnevend [10]). Ha p
tart nulldhoz, a centralis 1t a feladat optimalis megoldasdhoz konvergal.

3. Algebrailag ekvivalens atalakitas modszere

Ebben a fejezetben bemutatjuk az algebrailag ekvivalens atalakitas mddszerét
[2]. Tekintsiik a differencidlhaté és invertdlhaté ¢ : (€, 00) — R fiiggvényt, ahol
&> 0. A (£ 00) intervallumra azért van sziikség, mivel egyes ¢ fiiggvények ese-
tében az értelmezési tartomdny nem a (0,00) intervallum. Tovabbé, hasznaljuk
az f(x) = [f(z1),..., f(x,)]T jelolést. Ekkor a (4) rendszer az alabbi ekvivalens
alakra transzformalhaté:

Ax = b, x>0,
ATy +s=c, s >0, (5)

0 (’;) — ole).
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Erre a rendszerre alkalmazzuk a Newton mddszert. Feltételezve, hogy (3) teljesiil,
néhany atalakitassal az alabbi rendszert kapjuk:

AAx =0,
ATAy + As =0, (6)

Sy (XS> Ax+ =y (xs) As = p(e) — ¢ (xs) :
o\ p o\ 1

A (6) rendszer utolsé egyenletét az aldbbi alakra hozhatjuk:
SAX + xAs = i -

Bevezetjiik az alabbi jeloléseket, amelyeket a skdlazasnal fogunk hasznalni:

V= ﬁ’ dy = VAxa ds = VAS- (8)
I X S

1

Tekintsiik tovabbd az 4 = —A - diag (f) jelolést. Ekkor az aldbbi skalazott
I v

rendszert kapjuk:

Ady =0,
A" Ay +d, =0, 9)
dx +ds = Pv,
ahol
_ 2
o' v?)

Lathatd, hogy kiilonbozé ¢ fiiggvények alkalmazdsa esetén a p, vektornak
kiilonbo6z6 értékeit kapjuk. Ezek 4j keresési iranyra épiilé belsépontos algoritmu-
t

sokhoz vezetnek. Ebben a cikkben a ¢(t) = %T\[\/Z) fiiggvényt hasznaljuk, amit

eldszor Kheirfam és Haghighi [5] vezettek be linedris komplementaritdsi feladatok
esetében. Ezéltal megadjuk az elsé bels6pontos algoritmust linedris optimalizalds-
ra, amely erre az iranyra épiil.

Léteznek mas modszerek is a keresési iranyok meghatarozasara. 2002-ben Peng,
Roos és Terlaky [7] bevezették az onreguldris barrier fiiggvények osztalyét a kere-
sési irdnyok meghatarozasara belsépontos algoritmusok esetében. Bai, Ghami és
Roos [1] elemezték a keresési iranyok meghatérozdsdra vonatkozé magfiiggvényes
modszert belsépontos algoritmusok esetében.

Alkalmazott Matematikai Lapok (2020)



280 DARVAY ZSOLT, RIGO PETRA RENATA, SZENASI ESZTER

3.1. Definicid. (Bai, Ghami és Roos [1]) Egy ¢ : (0,00) — [0,00) fliggvényt
magfiiggvénynek neveziink, ha kétszer folytonosan differencidlhaté, és ha teljesiil-
nek az alabbi feltételek:

Lo4p(1) = ¢'(1) = 0;
2. 9" (t) > 0, minden ¢ > 0;

Ebben az esetben a keresési irdnyokat meghatarozo skalazott rendszer a kbvetkezo:

Ad, = o0,
ATAy +d, = o, (11)
d, +d, = —-V¥(v),

ahol U : R — R, U(v) =Y | ¢(v;) a magfiiggvényhez tartozé barrier fiiggvény.
A (9) és (11) rendszerekbdl ldtszik az algebrailag ekvivalens dtalakitds technikdja
és a magfiiggvényekre épiilé mddszerek kozotti kapcesolat. Kiilonbozo ¢ fliggvé-
nyekhez kiilonb6z6 magfiiggvényeket lehet hozzarendelni a

t (=2

o) — (1)
1 TY(T?)

Osszefiiggés alapjan. Fontos megemliteni, hogy léteznek olyan ¢ fiiggvények (pl.

@(t) =t —+/t), amelyekhez nem tartozik hagyoméanyos magfiiggvény. A kovetkezd

fejezetben bemutatjuk az algoritmust.

4. Ijj keresési iranyra épiilé belsGpontos algoritmust linearis
optimalizalasra

Tekintsiik a ¢ : (0,00) — R fiiggvényt:

Y
p(t) = m (13)

Ezt a fiiggvényt alkalmazzuk az (5) rendszerre. Ebben az esetben a p, vektor az

alabbi mddon irhaté:
2

pv =€e—Vv-. (14)
A (9) skalazott rendszer a kovetkez alakra hozhaté:
Ady =0,
A'Ay +ds=0, (15)

d, +ds =e— v
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A centralis uttdl vald tavolsdg mérésére az alabbi centralitasi mértéket hasznaljuk:
3(x,831) = [pv] = [le = v?|. (16)

Fontos megjegyezni, hogy ezt a centralitdsi mértéket mar kordabban is haszndlta
a szakirodalom [9], de azokban az esetekben a primél-dudl logaritmikus barrier
modszert hasznaltdk a keresési iranyok megvalasztisara, és nem az algebrailag
ekvivalens atalakitds modszerét.

Az algoritmust az 1. dbra szemlélteti.

Primal-dudl bels6pontos algoritmus linedris optimalizdlasra

Legyen € > 0 a pontossdgi paraméter, 0 < 8 < 1 a redukcids paraméter és T > 0 a
centralitdsi paraméter. Feltételezziik, hogy az (x°,y°,s%) hdrmasra teljesiil a belsé

0T 0
pont feltétel és u® = % Tovdbbd, feltételezziik, hogy d(x,s% u®) < 7.
begin
x:=x" y=y% s=s% p=p%
while x”s > ¢ do begin
Kiszamitjuk a (Ax, Ay, As) irdnyokat a (9)-b6l alkalmazva a (14)-t;

X =X+ AX;
y =y + Ay;
s:=s+ As;
pi=(1—=0)u;
end
end.

1. dbra. Uj keresési iranyra épiilé belsOpontos algoritmus linedris optimalizdlasra

Az alabbi tételben igazoljuk, hogy az algoritmus O (\/ﬁ log %) bonyolultsagu.

4.1. TETEL. (5.7. Tétel [8]) Feltételezziik, hogy x° = s” = e. Ha 6 = ﬁ és

T = %, akkor az 1. abran megadott algoritmus legfeljebb

v

iterdciéban allit el6 optimalis megolddst. A kapott vektorokra teljesiil az x''s < ¢
Osszefiiggés.

5. Numerikus eredmények

A bevezetett bels6pontos algoritmust implementdltuk Matlab programozési
nyelvben, hogy illusztraljuk az algoritmus miikodését. A kezdeti pontok meg-
hatdrozdsdra a Mehrotra heurisztikat hasznédltuk [6]. A keresési irdnyokat a (6)
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WVt
2(1+V1)
racioban ellenériztiik, hogy az adott pontoknak a centralis uttdl valé tavolsaga
kisebb legyen a 7 centralitdsi paraméternél, amelynek alapértelmezett értéke a mi

esetiinkben 7 = % volt.

rendszerbdl hatdroztuk meg a p(t) = fiiggvényt felhasznalva. Minden ite-

1. Feladat

Oldjuk meg az alabbi linearis optimalizdlasi feladatot:
min —3x, — 229,
z1 + 232 < 20,
21’1 + X9 S 15,
1,72 > 0.

Elébb &tirjuk a feladatot (1) alakra. Ekkor

A:1210,b:20,c:_3.
21 01 15 -2

10 25

Ebben az esetben az elméleti megoldéas x1 = 3°, z2 = 5 és az optimum f%. Az

implementalt algoritmus az alabbi eredményt adta: x; = 3.3333, zo = 8.3333 és a
célfiiggvény értéke —26.667.

2. Feladat
Tekintsiik az aldbbi linearis programozasi feladatot:

min l—oxl + Emg + 53@3 + 5334,

T + T2 > 200,
x3 + x4 > 200,
T, + o + 3 + 4 < 800,
1 1
m:cqumxg <8,
1 1
%x3+%x4§8,
T1,T2, 23,24 > 0.
Ekkor
1 1 0 0 -1 0 000 200 5
0 0 1 1 0 -1000 200 10
A=l1 1 1 1 0 0 10 0|, b=]80|, <c=]|9
o5 s 0 0 0 0 0 10 8 3
0 0 % &% 0 0 001 8 5
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Az optimalis megoldds 1y = 0, zo = 200, z3 = 0, x4 = 200 és a célfiiggvény
értéke 140. Az implementdlt algoritmus az aldbbi eredményeket szolgéltatta:
r1 = 0.00094021, x5 = 200.00, 3 = 0.00023505, =4, = 200.00, a célfiiggvény
értéke pedig 140.00.

6. Osszefoglalis

Egy 1j keresési iranyra épiilé belsOpontos algoritmust vezettiink be linedris
optimalizdlasi feladatok megolddsara. Az algebrailag ekvivalens atalakitds techni-
kéjaban egy specidlis fliggvényt hasznédltunk a keresési iranyok megvalasztaséra.
A modszer polinomialitdsara vonatkozo tételt is bemutattuk. Numerikus ered-
ményekkel szemléltettiik az algoritmus miikodését. Tovabbi kutatasi tervek kozé
tartozik egy olyan hosszu 1épéses bels6pontos algoritmus megaddasa, amely ezt az
irdnyt hasznélja a keresési iranyok meghatarozasara.
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INTERIOR-POINT ALGORITHM FOR LINEAR OPTIMIZATION BASED ON A NEW
SEARCH DIRECTION

ZSOLT DARVAY, PETRA RENATA RiGO, ESZTER SZENASI
We propose a new full-Newton step interior-point algorithm for linear optimization. We
use the algebraic equivalent transformation technique [2] in order to determine the new search
directions. We show that the method has polynomial complexity. Up to our best knowledge this
is the first interior-point algorithm solving linear optimization problems, which uses this special
search direction.

Keywords: linear optimization, interior-point algorithm, new search direction.
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