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Abstract- The efficient processing of multiple analog signals 

in real time is a critical challenge in modern electronic systems, 

particularly in applications requiring high bandwidth, low la-

tency, and low power consumption. This paper presents a com-

parative study of electronics architectures for simultaneous an-

alog signal processing, with a focus on the conceptual design 

trade-offs between digital, analog, and hybrid approaches. Sev-

eral implementation strategies are evaluated, including FPGA-

based reconfigurable digital logic, FPAA-based adaptive analog 

computation, microcontroller-centric designs with integrated 

peripherals, and mixed architectures combining analog multi-

plexers, comparators, ADCs, and DACs. The analysis high-

lights the strengths and limitations of each paradigm. The re-

sults underline the importance of selecting architecture accord-

ing to system-level requirements and suggest future directions 

for hybrid reconfigurable platforms that combine the program-

mability of digital logic with the efficiency of analog signal do-

mains. 

Keywords - electronyics architecture, analog signal design, 

hybrid system design, mixed-signal systems, simultaneous analog 
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I. INTRODUCTION 

The simultaneous real-time processing of analog signals 
has become a fundamental requirement in modern electronic 
systems, underpinning applications as diverse as sensor net-
works, biomedical instrumentation, advanced signal pro-
cessing platforms, and industrial automation and control. Alt-
hough digital technologies dominate contemporary system 
design, information originating from the physical environ-
ment is intrinsically analog in nature. As a consequence, the 
efficient and precise handling of analog signals remains a crit-
ical enabler of system performance. The central challenge lies 
in developing architectures capable of managing multi-chan-
nel, concurrent analog signals while simultaneously satisfy-
ing demanding constraints on bandwidth, latency, signal in-
tegrity, and energy efficiency. 

A broad spectrum of architectural paradigms has been 
proposed to meet these requirements. Field-Programmable 
Gate Arrays (FPGAs) offer extensive parallelism, reconfigu-
rability, and scalability, making them attractive for high-per-
formance applications; however, they often incur significant 
power consumption and resource costs [1-3]. Digital Signal 
Processors (DSPs) provide specialized computational cores 
optimized for real-time signal processing, delivering high 
precision and efficiency for numerically intensive tasks such 

as filtering, spectral analysis, and adaptive algorithms. DSP-
based solutions are particularly advantageous in multi-
channel systems requiring complex algorithmic processing 
[4-6]. By contrast, Field-Programmable Analog Arrays 
(FPAAs) provide configurability directly in the analog do-
main, thereby enabling portions of signal processing to be 
performed without conversion to the digital domain. Never-
theless, their applicability is limited by device availability, 
resolution, and precision constraints [7-9]. Microcontroller-
based solutions present highly integrated and cost-efficient 
platforms, yet their processing capacity is inherently re-
stricted in scenarios involving high-speed, multi-channel data 
streams [10], [11]. 

Beyond these approaches, hybrid architectures – which 
integrate analog multiplexers, comparators, analog-to-digital 
converters (ADCs), and digital-to-analog converters (DACs) 
– have emerged as compelling alternatives that seek to exploit 
the complementary strengths of digital and analog subsys-
tems. Such architectures can be tailored to specific applica-
tion domains, enabling balanced trade-offs between accuracy, 
throughput, scalability, and power efficiency [12], [13]. 

This paper aims to provide a systematic assessment of 
these conceptual design strategies. We present a comparative 
analysis of FPGA-, FPAA-, and microcontroller-based solu-
tions alongside hybrid analog–digital configurations. The 
evaluation emphasizes their relative strengths, inherent limi-
tations, and practical deployment scenarios [14], [15]. On this 
basis, the discussion highlights design considerations that can 
inform the selection of the most suitable architecture for a 
given application domain and outlines prospective research 
directions in the development of reconfigurable hybrid plat-
forms [16 - 18]. 

II. PARALLEL SIGNAL PROCESSING ARCHITECTURES 

A. FPGA based architecture 

True parallel data processing can be achieved using 
FPGA technology. The manufacturing process of FPGAs is 
optimized for digital logic, whereas the technology used for 
analog circuits (such as precision ADCs) is different. In the 
vast majority of FPGAs, either there is no ADC at all, or only 
one or two low-speed built-in ADCs are available (e.g., 
Xilinx Zynq-7010/7020 or Intel Altera MAX 10). These are 
insufficient for n×10 channels and simultaneous sampling; 
they are suitable only for auxiliary functions. 



To achieve true parallelism, each sensor must be 
connected to a dedicated ADC, eliminating multiplexing 
delay. For precise synchronization, a common sampling clock 
can be distributed to all ADCs – see Fig. 1. The FPGA can 
perform simultaneous (pre)processing of the digitized 
signals, such as filtering, FFT, or fault detection. 

Entry-level FPGAs (such as the Lattice iCE40, Gowin 
GW1N, or Xilinx Spartan-7) are available for around 5 – 130 
USD, but they require separate ADCs. An 8-channel ADC 
capable of simultaneous sampling (e.g., AD7606-8, 
LTC1859) costs approximately USD 35–60 depending on the 
type. For example, 40 sensors would require 5 such ICs, 
costing at least USD 175. Solutions with fewer channels can 
use multiple smaller, cheaper ADCs that can be triggered 
simultaneously (e.g., ADS8320). 
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Figure 1: Parallel ADCs for simultaneous signal processing 

B. DSP based architecture 

Digital Signal Processors are specialized microprocessors 
designed specifically for high-speed numerical computation 
and real-time signal processing tasks. Unlike general-purpose 
MCUs, which are optimized for control logic and peripheral 
management, DSPs are architected to execute complex math-
ematical operations – such as multiplication engines, Direct 
Memory Access controllers, and hardware accelerators for 
Fast Fourier Transform or digital filtering operations. – ex-
tremely efficiently. These components enable deterministic, 
low-latency data processing with minimal CPU overhead. 

DSPs often integrate high-performance ADC peripherals 
capable of a few channels of simultaneous sampling, synchro-
nized triggering, and direct data streaming to memory or pro-
cessing units. This makes them well suited for applications 
that demand precise timing and fast response, such as motor 
control, audio and image processing, vibration analysis, and 
real-time communications. 

Compared to MCU and DSP analog to digital conversion 
capabilities, DSP offer higher sampling speeds, lower jitter, 
and tighter integration with signal-processing pipelines – see 
the details in Table 1. However, they tend to be more expen-
sive and power-hungry, and they require more specialized 
programming skills. In both cases, an architecture similar to 
FPGA is required. 

 
Table 1: Comparison of DSP and MCU analog-to-digital converter 

C. FPAA based architecture 

The FPAA offers an alternative for parallel processing of 
multiple analog signals and for creating dynamic signal-
processing topologies. However, FPAAs are typically more 
of a complementary or specialized solution alongside 
MCU/DSP/FPGA systems rather than a full replacement for 
them. They are also well-suited for analog pre-processing to 
reduce power consumption. 

In an FPAA, instead of logic gates, analog blocks 
(amplifiers, filters, comparators, integrators, switches, etc.) 
can be programmatically interconnected, allowing part of the 
signal processing to be carried out in the analog domain even 
before the ADC. Table 2 shows the different roles of using 
FPAAs in an embedded system analog signal path. 

Anadigm and Okika are virtually dominant in the market, 
with prices ranging roughly from $100 to several hundred 
USD per chip. A peculiarity is that each device can handle 
only a few analog channels (4–8 inputs), so implementing 40 
channels, as in the previous example, would require multiple 
ICs. Analog input expansion is also limited when using 
analog multiplexers – see Fig. 2. Development requires a 
dedicated software environment, which may be either closed-
source or open-source depending on the manufacturer. 

 

Table 2: Roles and advantages of FPAAs in a signal path 

C. Multi-core microcontroller architecture 

Multicore microcontrollers, such as the Parallax Propeller 
(priced around $10–20 per IC or $40–100 per development 
board), offer an alternative approach to simultaneous analog 
signal processing. 

DSP ADC Peripheral MCU ADC Peripheral

Sampling speed Very high (up to 10–100 MS/s) Moderate (typically 0.1–2 MS/s)

Resolution
12–16 bit, stable even at high 

speed

Typically 10–12 bit, sometimes 

16 bit but at lower speed

Parallel channels
Multiple true simultaneous 

sampling channels

Usually multiplexed, not truly 

parallel

Data transfer
Direct DMA access, pipelined 

data path

Often CPU-driven readout, 

slower data path

Synchronization
Supports multiple ADCs and 

external triggering

Limited, often only software-

based

Signal-processing 

integration

ADC tightly coupled with 

MAC/FFT units for real-time 

processing

ADC acts only as a data source; 

processing done by CPU

Determinism / jitter
Hardware-level deterministic 

timing

Affected by interrupt handling, 

higher jitter

Target applications
Signal and image processing, 

control, communications

General-purpose measurement 

and control tasks

Solution Role of FPAA Advantage

FPGA + ADC
analog signal filtering, 

amplification
energy-efficient signal chain

DSP + ADC
analog signal filtering, 

amplification

energy-efficient signal chain, 

lower DSP load

MCU + MUX + ADC
analog signal filtering, 

amplification

energy-efficient signal chain, 

reduced MCU load

MCU + Comparator + DAC
FPAA as comparator + 

programmable thresholds

digitally controlled analog 

trigger logic
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Figure 2: External multiplexer and ADC architecture 

Traditionally, analog signal processing operates in a 
sequential manner: a single microcontroller reads multiple 
inputs in a time-multiplexed fashion and performs the 
required computations one after another. This approach is 
adequate for simple tasks, but as soon as multiple high-
frequency or real-time analog signals need to be processed, 
sequential operation can lead to timing uncertainty, CPU 
overload, and complex interrupt management. 

A multicore architecture addresses this issue at the 
hardware level. The Propeller microcontroller features eight 
independent, identical processor cores, all connected through 
a shared hub memory. Each core can independently handle 
peripherals, execute programs, and even perform A/D 
conversion. The deterministic memory access scheme of the 
hub ensures predictable timing, which is essential for 
maintaining stability in analog signal processing. 

In such an architecture, different signal-processing tasks 
can be assigned to dedicated cores. For example, one core can 
perform continuous sampling, while another handles 
preprocessing operations such as filtering, averaging, or 
Fourier analysis. A third core may transmit processed data 
over a serial or wireless interface, while a fourth is 
responsible for updating display information. 

Since each core operates entirely independently, the 
system can simultaneously monitor and process multiple 
analog channels in real time without relying on interrupt-
driven scheduling or facing timing race conditions. The 
deterministic timing of this architecture enhances system 
reliability, which is a critical factor in control and diagnostic 
applications. Furthermore, programming becomes more 
straightforward: developers can distribute tasks across truly 
independent cores instead of managing software-based 
threads. 

Of course, there are limitations. The Propeller 1 
(P8X32A) cores are relatively simple, so complex digital 
signal processing (DSP) operations can only be performed 
with limited efficiency. In addition, the built-in analog-to-
digital conversion relies on software-based methods, which 
cannot match the resolution or speed of dedicated ADC-
equipped hardware. Nevertheless, the flexibility of the 
multicore design allows the integration of external ADCs, 
whose data can be processed in parallel by separate cores. 

The newer Propeller 2 (P2X8C4M64P) introduces a 
pipelined architecture capable of handling more advanced 32-
bit mathematical operations, further expanding the range of 
real-time analog signal processing applications. Expanding 

the number of ADC input ports also requires the use of 
external hardware components. 

III. SEQUENTIAL SIGNAL PROCESSING ARCHITECTURES 

Analog signal processing architectures can be broadly cat-
egorized into parallel and sequential (or serial) approaches, 
each with distinct operational principles and trade-offs. In se-
quential analog architectures, the signal is processed in a step-
by-step manner. Each processing stage completes its opera-
tion on the signal before passing it to the next stage. This ap-
proach is conceptually simple and requires fewer hardware 
resources, since only one processing element is active at a 
time. Sequential architectures are typically implemented us-
ing cascaded analog components, such as filters, amplifiers, 
or modulators, where the output of one stage serves as the in-
put to the next. While these architectures are hardware-effi-
cient and easier to design, they are inherently limited in pro-
cessing speed, as each operation must wait for the completion 
of the previous one, and they may accumulate noise and dis-
tortion over multiple stages. 

D. Microcontroller based architecture with analog 

multiplexer 

A microcontroller has a limited number of analog inputs, 
and expanding them becomes necessary due to the large num-
ber of measurement and control signals. The analog signals 
to be measured are connected through an analog multiplexer 
(e.g. CD74HCx4067) to either the pin associated with the mi-
crocontroller’s analog-to-digital converter or to an external 
ADC hardware module. For high-speed and high-resolution 
ADC modules, this provides an effective time-division mul-
tiplexing solution. 

When multiple external or internal ADC peripherals are 
used, it is advisable to always measure the same analog sig-
nals with the respective ADC modules in order to avoid meas-
urement errors resulting from differences between the con-
verter peripherals. The measurement of short-duration analog 
signals can be aided by sample-and-hold circuits. It is worth 
to mention there are ADCs with programmable analog input 
multiplexers and on-board sample and hold circuitry – for ex-
ample the MCP3208. 

E. Microcontroller based architecture with comparators 

To avoid constant polling and data processing, it is rec-
ommended to design a system that performs sampling and in-
tervention only when a significant signal change occurs. Dur-
ing the microcontroller’s sleep state or instruction execution, 
it may fail to detect non-nominal variations in the analog sig-
nal. 

An external hybrid circuit designed as an interrupt request 
system can continuously monitor the output voltage level and, 
when a voltage deviation beyond the allowed threshold oc-
curs, issue an interrupt request to the microcontroller. The 
condition for triggering an interrupt is the deviation of the 
monitored input from its reference range or connection. 

𝐼𝑁𝑇 = ⋁ 𝑟𝑚𝑖𝑛𝑛
< 𝑎𝑛 < 𝑟𝑚𝑎𝑥𝑛

𝑛

𝑚=1

 

where aₙ is the measured circuit voltage, rminₙ and rmaxₙ are 
the minimum and maximum threshold values of the moni-
tored circuit voltage, and n is the number of analog inputs. 



𝑀𝑈𝑋 𝑜𝑢𝑡𝑝𝑢𝑡 = ∑ 𝐴𝑛𝑎𝑙𝑜𝑔 𝑀𝑈𝑋 (𝐴𝑀𝑈𝑋 , 𝑎𝑛) 

When the interrupt condition is met, the signal line to be 
examined further can be selected based on the expression 
given below. 

Fig. 3. illustrates the explanatory operational diagram. Al-
ternatively, a built-in comparator (as part of the microcontrol-
ler’s internal peripherals) can also be used—especially when 
the number of analog input signals is low. In this case, the 
reference voltage value can be set in software as a register 
value. The internal comparator peripheral can likewise gener-
ate an interrupt request to the microcontroller. For external 
components LMV7219 or MAX9060 can be a solution for the 
comparator, comparators with on-board DACs are rear, but 
the MCUs built in DAC periphery or an external DAC IC also 
can be used (e.g. MCP4728 is a 4 channel DAC with I2C in-
terface). Fore price considerations a reference voltage source 
and digital potentiometers can be used to generate the com-
parators reference voltage (e.g. MCP4011, AD5242, 
MAX5400). 
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Figure 3: Interrupt base analog reference  

The choice between sequential and parallel architectures 
depends on design priorities. Sequential designs are favored 
when hardware simplicity, low power consumption, or cost is 
critical, whereas parallel designs are selected when speed and 
real-time performance are essential. Table 3 provides a sum-
mary overview of the options, features and drowbacks. 

CONCLUSION 

This study has provided a comprehensive analysis of 
electronic architectures for simultaneous analog signal 
processing, including FPGA-, DSP-, FPAA-, 
microcontroller-based, and hybrid solutions. The 
comparative evaluation demonstrates that each paradigm 
exhibits distinct advantages and limitations: FPGAs excel in 

high-speed, parallel processing but are constrained by power 
consumption and area requirements; DSPs offer high-
precision, numerically intensive real-time processing suitable 
for complex filtering, spectral analysis, and adaptive 
algorithms; FPAAs provide analog-domain configurability 
with low-latency and energy-efficient operation, though their 
precision and availability are limited; microcontrollers offer 
cost-effective, integrated platforms but are restricted in 
throughput for multi-channel real-time applications; and hy-
brid analog–digital architectures enable a flexible trade-off 
among accuracy, speed, and energy efficiency. 

Overall, the literature indicates that no single universal so-
lution exists. The optimal choice of architecture depends on 
the specific requirements of the target application, including 
bandwidth, latency, signal fidelity, and power constraints. 
Emerging trends toward hybrid and reconfigurable analog–
digital systems suggest that such combinations represent the 
most promising direction for future developments in parallel, 
real-time analog signal processing. By leveraging the 
complementary strengths of analog, digital, and DSP-based 
domains, these platforms can deliver scalable, efficient, and 
high-performance solutions tailored to the evolving needs of 
modern electronic systems. 

 

Table 3: Comparison of embedded cogic units based on simultaneous 

signal processing capabilities 

Aspect MCU Multi-core MCU DSP FPGA

Simultaneous 

sampling

no, only with 

external parallel 

ADC, typically 

time multiplexed 

in SW

limited, with 

external parallel 

ADC

yes, with external 

parallels ADC

yes, with external 

parallels ADC, 

very precise

Parallel signal 

processing

limited 

(sequential 

processing)

yes, til the 

number of 

processor cores

limited 

(sequential 

processing)

yes, full 

hardware-level 

parallelism

Floating-point 

computation

slower, mainly 

optimized for 

fixed-point

slower, mainly 

optimized for 

fixed-point

fast, dedicated 

floating-point 

units

mainly fixed-

point, floating-

point requires 

more logic

Development 

time

short (C/C++, 

Python)

short (C/C++, 

Python)

medium (C/C++, 

MATLAB-

generated code)

long (HDL coding, 

timing closure, 

simulation)

External ADC 

required

yes, if nx10 

channels need to 

be synchronized

yes, if nx10 

channels need to 

be synchronized

yes, but 

integrates well 

with multi-

channel ADCs

yes, capable of 

handling many 

channels 

simultaneously

Sampling rate  

(for a few kHz 

per channel)

easily achievable easily achievable easily achievable easily achievable

Deterministic 

latency

good, but 

depends on 

interrupt handling

good, but 

depends on 

interrupt handling

good, timing well 

controllable

excellent, clock-

based 

determinism

Cost (nx10 

channels)
very low  low medium  higher

Power 

consumption
low low medium higher

Scalability / 

expandability

limited by 

available internal 

hardware  

peripherals

better, but still 

limited by 

available internal 

hardware  

peripherals

limited by 

available internal 

hardware  

peripherals

excellent by the 

reconfigurable 

logic, modular 

design

Typical 

advantage

Low cost, simple 

development

Low cost, simple 

development, 

simultaneous 

processing in low 

number of signals

Fast floating-

point processing, 

relatively easy 

development

Maximum 

parallelism, 

precise timing

Typical 

drawback

Time skew in 

multiplexed 

sampling, lower 

processing 

performance

Simultaneous 

processing only in 

low number of 

signals

Time skew in 

multiplexed 

sampling, more 

expensive than 

MCUs

More expensive, 

longer and 

complex 

development 
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