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Absztrakt

A mesterséges intelligencia (Al) fejlédése és kiilondsen a nagy nyelvmodellek
(LLM-ek) elterjedése alapvetSen valtoztatja meg a vallalati tudds-menedzsment
(KM) lehet6ségeit. A tanulmany célja, hogy megvizsgalja, hogyan hasznalhatok az
LLM-ek a vallalati tudas hatékony kezelésében és felhasznalasaban. Az LLM-ek
altal kinalt elényok, mint a nagymértékii szoveges adatbazisokbdl valo tanulas és
az Uj informaciok generalasa, jelent6s potencialt hordoznak, ugyanakkor a
hallucinaciok és a pontatlan kovetkeztetések jelentés akadalyokat jelentenek
alkalmazasukban. A tanulmany kiilonb6z6 technikakat targyal, amelyekkel ezen
kihivasok mérsékelhet6k, mint példaul a ,Chain-of-Thought” eljaras, a
finomhangolas, valamint a ,,Retrieval Augmented Generation” (RAG) modszerek.
Végezetiil a tanulmany empirikus adatokat elemez a szoftverfejlesztok és vallalati
dontéshozok korében végzett felmérések alapjan, bemutatva az LLM-ek
tudasmenedzsmentben torténd alkalmazasanak lehetéségeit, kihivasait és varhato
hatésait.

Kulcsszavak: mesterséges intelligencia (Al), nagy nyelvmodellek (LLM-€k),
vallalati tudasmenedzsment (KM)

Hattér és motivacio

A kozgazdaséagi kutatas utdbbi néhany évében kiilondsen sok eredmény (példaul: [29], [25],
[10]) latszik alatamasztani a tényt, miszerint a vallalati tudés és kiilondsen annak hatékony
felhasznalasa kulcs fontossagu versenyképességi tényezot jelent a szervezetek szamara (a
tudastoke mérése és annak versenyképességre gyakorolt hatasa kapcsan lasd még [1]), igy
kiemelten fontos lehet vizsgalni, hogy a leglijabb informatikai megoldasok, kiilondsen az
utobbi években latvanyos fejlodést és elterjedést mutaté mesterséges intelligencia (Al)
megoldasok milyen mdodon képesek eldsegiteni a vallalati tuddsmenedzsmentet, s igy mi-
ként képesek (a kozvetlen feladat automatizaldson tul) hozzdjarulni a szervezeti

versenyképességhez.
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A mesterséges intelligencia 1ij korszakanak hattere és technoldgiai fejlodése

A mesterséges intelligencia (Al) technologia fejlodése jelentds utat jart be azota, hogy 1955-
ben bevezették a fogalmat [28]. Az Al kutatasa kiilonb6z6 fazisokon ment keresztiil, amelyek
mindegyike egy adott technoldgia vagy kutatasi iriny dominanciajat jelolte.
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1. abra. Az Al fejlédésének idévonala

A klasszikus Al kutatasi teriiletek, mint az automatizalt beszédfelismerés vagy a
képosztalyozas, évtizedekig folyamatos elérehaladast mutattak, azonban ezen fejlodés
jelentds mérnoki eréfeszitést igényelt. Az "AlexNet" példaja [24], amely az elsé sikeres
mélytanuld modell ("mély neuralis halos tanulas" avagy "Deep Learning" - fogalom
eredetéhez lasd még: [6], [12]) volt, amely feliilmulta a hagyomanyos (nem neuralis hald
alap() statisztikai modelleket, bemutatja az "end-to-end learning" paradigmavaltast. Ez a
megkozelités lehetdvé tette, hogy nagyméretii adatbazisokon (példaul az ImageNet-en [8])
alkalmazzunk modelleket anélkiil, hogy sziikség lenne az emberi szakért6k altal manualisan
tervezett jellemzoOkre, igy gyakorlatilag a mérnoki oOrdk szamat cseréltik le a
szamitastechnikai er6forrasokra.
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Figoee 1: Trends in n = 121 milestone ML models between 1952 and 2022, We distinguish three eeas. Notice the change of slope
cieca 2010, matching the advent of Decp Leaming: and the emergence of a new lange-scalie trend in late 2018

2. dbra. A legkorszeriibb Al modellek szamitasi igénye idével [37]
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Ez a valtozas - a szamitastechnikai er6forrasok széles korii elérhetéségével és a nagyobb
adatbazisok megjelenésével parosulva - attorést eredményezett az elért teljesitményben tobb
Iényeges teriileten, mint a hangatiras és a képfelismerés vagy szovegfeldolgozas.
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4. abra. Képosztalyozasi teljesitmény ImageNet adatszetten

Amint az Al egyik "alapité atyja", a Turing-dijas Geoffrey Hinton nyilvanos eldadasaban
kiemelte [17], a 90-es évek végének elméleti elérelépései csak akkor hoztak gyiimolesot,
amikor elegend6 adat és szamitasi kapacitas valt elérhetévé egy megfelel modellstruktira
(azaz a mélytanulds) szamara. A korabbi modellezési architekturak nem élveztek kozvetlen
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elényt az adatok és a szamitasi kapacitas novekedésébdl. Ahogyan Hinton megjegyzései
illusztraljak, a képosztalyozas teriiletén évtizedekig tapasztalt alacsonyabb teljesitmény (
26%-o0s hibaarany) 2012-ben az elsé jol képzett mélytanuld modellel majdnem felére
csokkent, majd kortilbeliil 3 év alatt elérte az emberi szintii teljesitményt. Amint ez a jelentds
elérelépés és a teljesitmény gyors novekedése széles korben ismertté valt (ahogy ezt példaul
a "Deep Learning" kifejezésre vonatkozd Google keresési trendek is mutatjak), az Al
technologia egy ujabb szakaszba 1épett. A technologia fejlédése a 2020-as évek elején 0j
magaslatokat ért el a generativ Al rendszerek megjelenésével, amelyek képesek szoveges
vagy képi valaszokat generalni, és amelyekre a hétkoznapi nyelv a ,,generativ AI’ kifejezést
hasznalja.

Error rates on the ImageNet-2012
competition

+ 2015 deep neural nets (or people!) . 5%

University of Toronto (Krizhevsky et al, 2012) + 16%

+ University of Tokyo + 26%
» Oxford University (Zisserman et al) * 27%
» INRIA (French national research institute in .
CS) + XRCE (Xerox Research Center . 27%
Europe)
* University of Amsterdam . 29%

5. abra. Geoffrey Hinton el6adasa a mélytanulas torténetér6l [17]
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6. abra. Google Trends keresés: Deep Learning [13]
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Google Trends results (Global)
For the search term generative Al
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7. abra. Google Trends keresés: generative Al [14]

Ezeket a rendszereket a tudomanyos kozOsségben gyakran "megalapozé modellek"
(Foundational Models [2]) névvel illetik, mivel ezek a modellek nemcsak hogy pontosabba
valtak, hanem alkalmazhatosagi koriik is robbanasszertien szélesedett, azaz bizonyos
értelemben altalanos problémamegoldé modellekként funkcionalnak, nem sziikiilve egyetlen
specifikus alkalmazasi teriiletre sem, valamint szabad szoveges formaban lehet veliik
interakcioba lépni, mintegy "instrukciokat" adva, igy tehat a hasznalatukhoz sziikséges
technologiai kiiszob is jelentésen csokkent, a felhasznalok széles kore hozzafér
teljesitményiikh6z specialista tudas nélkiil is. A generativ Al rendszerek fejlédése, tobbek
kozt a diffuzio alapu képgeneraldo modellek [18] és a nagy nyelvi modellek (Large Language
Model, LLM) kombinacidja, a multimodalitds koncepcidja alatt 0j lehetoségeket és
kihivasokat hozott az Al teriiletére. Ez a technoldgiai ugras jelentds figyelmet keltett mind a
tudomanyos, mind a gyakorlati alkalmazasok terén.

Nagy nyelvmodellek és tudas

Témank szempontjabdl kiilondsen kiemelendé az LLM-ek szerepe, mivel roppant méretii
szoveges korpuszokon tanitva tulajdonképpen tekinthetdk ugy, mint az emberi tudas széles
korének "tomoritett" tudasbazisai (lasd még: [7]), melyek szabad szoveges formaban
"lekérdezhet6k", a "transzfer tanulas" ([32]) és valamint késobb "promptolas" ([3])
segitségével alkalmasak 0, korabban nem latott kérdések megvalaszolasara. Bar a fenti
érvelés egykonnyen arra engedne kovetkeztetni, hogy az LLM-ek mar 6nmagukban, extenziv
tréningjiik, és a felhasznalt roppant méretii tanitd adatbazisok lefedése miatt értékes
tudasforrasnak mindsiilhetnek, igy jelentdsen tamogathatjak a vallalati tudasmenedzsmentet,
sajnalatos modon a gyakorlat evvel homlokegyenest ellentétes tapasztalatokat mutat. A nagy
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nyelvi modellek esetében, féként az "instrukcids finomhangolas" (lasd.: [30]) miatt, mely a
puszta nyelvi képességeken til egyfajta viselkedéses elvarast teremt a modellek felé,
fokozottan fellép a "hallucinacié" jelensége, mely soran a modell mindendron torekszik az
instrukciok teljesitésére, az altala generalt szovegek tényszeriiségének teljes figyelmen kiviil
hagyasaval. E jelenség, melyet [21] részletesen tanulmanyozott, kifejezett akadalya az LLM-
ek tudasmenedzsment teriiletén valo felhasznalasanak oly mértékig, hogy 6nmagukban nézve
(tehat egyéb kiegészit6 technikakat nem felhasznalva) kijelenthet6, hogy az LLM-ek
tudasforrasnak alkalmatlanok (lasd még: [42]). Kérdés tehat, hogy milyen eljarasok
alkalmazhatoak az LLM-ek tudasmenedzsment teriileten torténé hasznositasaban?

Lehetséges technikik LLM-ek hasznositisara a tudasmenedzsmentben

Altalanos keretek

A hipotetikus kontextus, melyben az LLM-ek vallalati tudasmenedzsment kontextusban
torténd alkalmazasat vizsgalni kivanjuk, a kovetkezo:

A vallalat valamely tizleti folyamata soran informacio igény keletkezik vagy egy kiilsé
szereplé (példaul tugyfél), vagy egy belsd szerepld (munkatdrs) iranyabol, melyet
automatizalt formaban, példaul egy kérdés-valasz keretében szeretnénk kielégiteni.
Feltessziik tovabba, hogy az informacio igény a szervezeten belill expliciten, példaul irasos
dokumentumok formajaban rendelkezésre allo tudasra, és a beldle levonhaté kozvetlen
kovetkeztetésekre korlatozodik. Kérdés, hogy milyen formaban tudunk LLM megoldasokat
hasznalni ezen informacio6 igények kielégitésére az esetben, ha a hallucinacio problémajat
figyelembe vessziik?

Problémak alabontasa

Ahhoz, hogy a fent leirt praktikus alkalmazasi mod lehetévé valjon, meg kell
kiilonboztetniink az LLM hallucinaciok két alapvetd formajat, a kovetkeztetési tévedéseket
és a tudasdeficitbol adodo fikciokat.

Mig az els esetben arr6l van szo, hogy az adott nyelvi modell szamara - a tréning adatbol
kovetkezden, vagy a kérdés bemeneti kontextusaban ("prompt"-jaban) - rendelkezésre all
minden informacio a helyes kovetkeztetés levonasara, mégis téves valaszt ad, mig a masodik
esetben a modell tréning soran vagy a kérdésben nem kapott elegendd tényszerti informaciot
a valaszhoz, igy kénytelen a legvaloszinlibb szoveget tulajdonképp véletlenszertien
"megtippelni"”, mely sordn szinte bizonyosan targyi tévedésekbe bocsatkozik. E két

problémat, és a ra adott valaszokat kiilon kell vizsgalnunk.
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Kovetkeztetési hibak korrekcioja

A kovetkeztetési hibak korrekcioja terén szerencsére idejekoran torténtek elérelépések, mivel
az ugynevezett "Chain-0f-Thought" technika [41] , és a hozza tartozd, fundamentalisnak tiing

jelenség igen igéretes iranyt jelent.

hain -Thought Prompting

Q: Roger has 5 tennis bals. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many fernis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11

Q The cafeteria had 23 apples. i they used 20 %o

make lunch and bought 6 mare, how many apples Q: The cafeteria had 23 apples. If they used 20 o
G0 they have? make lunch and bought 6 more, how many appies

do they have? |

A:The answer s 27. I

answer 89

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks, Chain-of-thought reasoning processes are highlighted.

8. dbra. "Chain-of-Thought" technika demonstracioja az eredeti cikkben [41]

A technika lényege, hogy az LLM-et megfeleld utasitasokkal arra késztetjiik, hogy 1épésrél
lépésre bontsa fel valaszait, mintegy megtervezve majd végrehajtva a kovetkeztetési lancot,
mely egy adott probléma megoldasahoz vezet, tulajdonképp sajat kimenetét (és az ehhez
kapcsolhatd komputacios "biidzsét") hasznalva "jegyzettombként" a kovetkeztetés jo
mindségli végrehajtasara.

A fenti technika egyben egy komoly kutatasi teriilet kezdeti pontjat is jelenti, mely mara
szamos hatékony eljarast foglal magaba az LLM-ek kovetkeztetési képességeinek javitasa
érdekében. A teriilet legujabb eredményeirdl lasd még: [36] és [4]

Ezek alapjan kijelenthetjiik, hogy amennyiben a megfelel6 informacio rendelkezésre all, tobb
modszert is bevethetiink arra, hogy az LLM valaszaiban megjelend kovetkeztetési hibakat

csOkkentsiik.

Mi azonban a helyzet akkor, ha tényszer(i "ismerethianyrol" van sz6, azaz a tulajdonképpeni
kérdésrdl: A sajat, kiilonleges vallalati tudasom, mely nem volt része az eredeti LLM tréning

anyagnak, hogyan keriil a modellbe?
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Finomhangolas

Bar a technika gyokerei joval kordbbra nytlnak vissza, talan elséként az ULMFiT modell
[19] irényitotta ra a fokuszt a "finomhangolas" kérdésére. A megkozelités 1ényege, hogy a
nagy méretli szévegkorpuszon korabban "el6tanitott" mély neuralis halos nyelvmodelleket
az adott kontextus, jelen esetben szervezet szamara elérhetd szoveganyag felhasznalasaval
"tovabb tanitjuk", igy a modellnek lehetésége van mind a vallalati tudast, mind a

kommunikaci6 stilusat elsajatitani.

Az els6 és legkomolyabb kihivas ebben a megkozelitésben - az elérhetd vallalati adatbazis
méretén tal - a jelent6s szamitasi igény, mellyel ténylegesen nagy nyelv-modelleket
finomhangolni lehet. Ez gyakran meghaladja a szervezetek altal akar felhés kérnyezetben
bérelhetd kapacitasokat is. A sziikséges szamitasi kapacitas mérséklésére létrehozott
megoldasok, mint példaul a LoRA [20] és QLoRA [9] mddszerek ugyan jelentés mértékben
mérséklik a sziikséges befektetést, am az — kiilondsen a modszerekhez sziikséges specialis
szakértelem figyelmbevételével egyiitt — erdteljes befektetést igényelnek.

Sajnalatos modon szamos megfigyelés tamasztja ala a tényt, miszerint a "finomhangolas"
egyben az LLM korabbi, elétanulasi szakaszaban elsajétitott tudasanak sériiléséhez vezet,
s6t, egyes eredmények (példaul: [23]) szerint erds linearis kapcsolat all fenn a finomhangolas
mértéke és a "felejtés" kozott. A tartalmi "tanulas" szempontjabol pedig komoly érvek (lasd
[31]) szolnak amellett, hogy a "finomhangolas" specialis tudas elsajatitasara nem feltétleniil
alkalmas.

A finomhangolas és transzfer tanulas kapcsan érdemes megemliteniink a kérdést, miszerint
nem lehet-e egy adott szervezeti tudast finomhangolas tjan "tarolni" egy LLM-ben, igy
egyfajta tacit tudasként atvinni mas szervezeti kontextusokba. Bar ez elméletben lehetséges,
fontos belatnunk, hogy mivel a tudas kiindulopontja explicit tudast tarold dokumentum
halmaz volt (a tréning korpusz formajaban), ezért ez a megkozelités elobb explicit tudast
tacittd tesz, majd azt viszi at szervezeti hatarokon. Mint ilyen, egyfajta veszteséges
tomoritésnek mindsiil, igy nem tekinthetd preferaltnak az explicit tudast atvivé dokumentum
transzferhez képest.

Mindezek alapjan a finomhangolas a vallalati tudas, az adott szervezeti informaciok LLM-
ek felé torténd tanitasanak messzemendkig nem optimalis formaja, és mint ilyen, erre a célra
keriilendd, sokkal inkabb alkalmas valamiféle irasos formaban megnyilvanul6 "skill", mint
kommunikacios stilus, hangvétel, viselkedés LLM-ek felé valo atadasara, feltéve hogy ez a
tréning korpuszban megfelelden tikrozodik. Az explicit tudas LLM-ek felé torténé atadasara
tehat egyéb megoldasokat kell keresniink.
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Retrieval Augmented Generation (RAG)

A specialis, adott esetben csak szervezeten beliil elérheté tudas nyelvi modellekkel valo
"Osszekotése" mar igen koran felmeriilt, és az azdta megalapozonak tekintheté cikk [27]
fogalmait kovetve a keresorendszerekkel kiterjesztett nyelvi generalas (Retrieval Augmented
Generation - RAG) a kutatas és gyakorlati alkalmazas fokuszpontjaba keriilt. Az eljaras
Iényege, hogy egy testre szabott, gyakran szemantikus feldolgozast is végzo keresorendszert
integralunk az LLM megoldasokkal oly moédon, hogy a beérkez6 kérdésekhez elobb keresést
futtatunk a vallalati tudasbazisban, majd annak relevans talalatait mintegy "horgony-ként"
("anchor") vagy "kontextusként" ("context") adjuk at a kérdéssel egyiitt az LLM-nek, igy az
tényszer(i valaszait az eredeti informacioforrasokhoz tudja kotni, minimalizalva a

hallucinacio esélyét.

A modszer sikerét mutatja, hogy mar 6nmagaban is jelentds kutatasi teriiletté valt (lasd még
pl: [22]), és az LLM-ek vallalati munkafolyamatokba val6 beillesztésének gyakorlatilag de
facto megkozelitésének tekinthetd.

Varhato hatasok

Miutan fentebb kdrvonalazott megoldasok, kiilondsen a RAG megkdzelités jelentés sikereket
ért el az LLM-ek vallalati tudasmenedzsmentbe vald beilleszthetsége terén, térjiink at
vizsgalatunk masik targyara: Mekkora potencialt jelent ez a technologia a gyakorlatban,
milyen mértékii hatdsok varhatéoak, amennyiben jelentGsen elterjed, illetve mik az
alkalmazasanak fobb kihivasai? Mindezen kérdések tisztazasahoz empirikus adatok
elemzéséhez nytlunk, még-hozza két forrasbol:

Els6 forrasunk, a szoftver iparagban dominans informacié forrasnak tekintheté "Stack
Overflow" portal altal évenként elvégzett kozvélemény kutatés ("Stack Overflow Developer
Survey 2023" [38]), mely bar iparagi értelemben korlatozott (hisz szoftverfejlesztéket kérdez
meg), viszont a valaszadok impressziv szdma (kozel 90e f6 vilagszerte) miatt mérvadod
adatforrasnak tekinthetd.

Masodik forrasunk a Trust My Al és a Neuron Solutions Kft. altal végzett sajat vezetdi
kozvélemény kutatas (tovabbiakban "TrustMyAl kutatas"), mely célzottan a régionkban
tevékenykedo vallalati dontéshozokat (n=150) kérdezett meg az Al megoldasok, kiilonosként
az LLM-ek alkalmazasa és a vele kapcsolatos megbizhatosagi kérdések tekintetében.

Mindkét adatforras a kérdések tagabb korét taglalja, jelen elemzésiinkben csupan azok egyes
relevans kérdéseit dolgozzuk fel.
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Igény

Elsoként vizsgaljuk meg, hogy egy tudas intenziv munkakoérben - mint példaul a programozas
- milyen potencial rejlik a tuddsmenedzsment eszk6zok hatékonyabba tételében?

Annak ellenére, hogy f6 tevékenységiikként a programozok uj forraskod 1étre-hozasat jelolik
meg, igen instruktiv megfigyelni, hogy sajat bevallasuk (Stack Overflow survey) szerint
naponta mennyi id6t toltenek informaciok keresésével és kérdések megvalaszolasaval.

Még ha csupan a megjellt idésavok atlagértékeivel szamolunk is, elmondhaté, hogy egy
atlagos programozé a napjabol kozel 50 percet informacid kereséssel, 40 percet pedig
kérdések megvalaszolasaval tolt, ami a munkaidé tobb mint 18%-a! Ez az adat élesen
kiemeli, hogy ha LLM megoldasokkal képesek vagyunk csokkenteni az informaciohoz valod
hozzajutas idejét, igen jelentds termelékenység novekedés érhetd el. Megjegyzendd, hogy a
legfrissebb, 2024-es Stack Overflow felmérés[39] adatai szinte tokéletesen megegyeznek a
2023-as mérésekkel ebben a tekintetben, igy a jelent6s potencialon til még nem arulkodik az
adat annak komoly kiaknazasarol. Felmeriilhet tehat a kérdés, hogy pontosan mennyire élnek
mar evvel a lehetdséggel a szervezetek a gyakorlatban?

40
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9. dbra. A Stack Overflow felmérés [38] alapjin naponta mennyi idét toltenek programozok valaszok keresésével
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10.4abra. A Stack Overflow felmérés [38] alapjan naponta mennyi id6t toltenek programozok kérdések
megvilaszolasaval

Alkalmazas

A fenti becslések csupan a lehet6ségekrol szolnak. Kérdés, hogy van-e barmiféle evidenciank
arrol, hogy evvel a lehetdséggel a gyakorlatban ¢élnek is? Ehhez ismét segitségiil hivhatjuk a
fenti adatbazist.

A megkérdezett szenior (legalabb 3 éve professzionalisan a szakmaban dolgozo)
programozok (n=57240) koziil 10.61% emlitette, hogy egy kodbazissal valo ismerkedéshez,
17.01% pedig a hibajavitashoz és segitség kéréshez hasznal jelenleg is mar AI (LLM) alapt
technologiat, az ezt csupan tervezok esetében a két szam 19.74% és 17.10%. (Forras: Stack

Overflow survey [38], sajat elemzés)

Emellett a teriileten végzett kvalitativ kutatds [26] sordn is fény deriilt ra, hogy a
megkérdezett szenior programozok igen gyakran emlitették: mar most is jelentds mértékben
tamaszkodnak LLM alapt rendszerekre mintegy "orakulumként", azaz a nagy mennyiségii
dokumentacioval vagy ismeretlen kodbazissal vald ismerkedés terén mintegy kérdés
megvalaszold ¢és tanulast segitd eszkdzként. Ez jol korrobordlja a feltevést, hogy a fent
emlitett iddmegtakaritasi potencial a gyakorlatban is megvalosulhat.
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Akadalyok

Mindezek mellett erés akadalyozo tényezok is fellépnek.

Az LLM megoldasok biztonsagos és felelds hasznalata még tovabbra sem megoldott. Ahogy
azt a Conversica altal végzett felmérés [5] is mutatja, a minddssze a valaszadok 6%-anak van
mar bevezetett iranyelve, rdadasul a kovetkezd 12 honapban mesterséges intelligenciat
bevezetni tervezd vallalatok koziil minddssze minden huszadiknak van irdnyelve erre
vonatkozéan. A dolgozok tehat nem tudjak, mit szabad és hogyan biztonsagos LLM
megoldasokat hasznalni. (Ez szintén tiikr6z6dott a szenior programozokkal végzett
mélyinterjiimban [26].)

Amikor a Stack Overflow 2024-es felmérésében[39] azt vizsgaltak, hogy milyen forrast is
kérdezne meg leginkabb egy programozo, ha problémaja van, azt talaltak, hogy bar az Al
alapu megoldasok (fizet6s és nem fizet6s formaban) Gsszességében mar a a szakemberek
14.57%-anak szemében tekinthetdk elsddleges forrasnak (evvel igen komolyan megkozelitve
a masodik helyen allé "munkatars" kategoriat, a maga 18.48%-aval), mégis egyelore,
valosziniileg az elterjedtség / ismertség, vallalati iranyelv szerinti elérhet6ség, illetve
megszokas miatt még tovabbra is a nyilt Internetes keres6k dominalnak. Ez véleményem
szerint erételjesen valtozni fog, ha az Al megoldasokba vetett bizalom megnévekszik.

Mitél lesz hasznalhato
Fontos kiemelni a bizalom / megbizhatdsag kérdésének elsédlegességét. Mivel a hallucinacio

jelensége erételjesen befolyasolja az LLM alapu rendszerek megbizhatosagat, az egyik
legfontosabb feladat - amint azt mér fentebb a RAG
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11. abra A Stack Overflow 2024 felmérés [39] alapjan mit tekintenek a programozé szakemberek elsidleges
forrasnak

megoldasok targyalasakor is kiemeltiik - az LLM alapi megoldasok tényszerii

lehorgonyzasaban, és annak minéségében rejlik.

Ezt a felismerést tamasztja ala sziikebb teriileten az altalam korabban végzett[26] kvalitativ
vizsgalat, mely soran a bizalom megteremtésének feladata volt az egyik elsddleges kihivas a
szenior szoftverfejlesztok szamara az LLM alapti megoldasok munkafolyamataikba vald

beillesztése esetében.

A sziikebb korti és kvalitativ evidencidk mellett azonban szélesebb lefedésii kvantitativ
adataink is vannak (koszonhetéen a Trust My Al és a Neuron Solutions altal végzett
felmérésnek) arrél, hogy az tizleti dontéshozok (n=150) dontd tobbsége a bizalom kérdését,
és az annak megteremtésére tett technologiai eréfeszitéseket (példaul RAG rendszerek
metodikus mérését és benchmarking utani tovabbfejlesztését) mennyire tekintik kiemeltnek
a sikeres vallalati bevezetés esetében.

Az adatok numerikus elemzése alapjan szignifikans korrelacié (Spearman R: 0.371, P:
0.00001) figyelheté meg a dontéshozok Al megoldasokba vetett bizalma és az alkalmazas
gyakorisaga kozott. (Ez egybecseng [40] eredményeivel.)
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Megjegyzendd, hogy itt nem csupan egyfajta passziv bizalomrol van szo, hanem kifejezetten
arra iranyult a kérdés, hogy az adott szervezet mennyit tesz technikai és folyamati
eszkozokkel a megbizhatdsag érdekében. Ez jol egybecseng a kutatasban fontos témaként
megjelené "RAG audit" modszertanok (példaul: [11], [35], [33], [16], [43], [34])
térnyerésével, ezek alkalmazasa esetén pozitiv hatassal kecsegtet.

Al munkahely! RasTnsar s Al megoldiibis vetet! bizakom osspenipgéss

12.4bra. A TrustMyAl és Neuros Solutions felmérés alapjan milyen dsszefiiggés van az iizleti dontéshozok szerint
az Al megoldasokba vetett bizalom és azok alkalmazasi gyakorisaga kozt

Kovetkeztetések

A fentebb kifejtettek fényében 6sszegezve kijelenthetjiik, hogy az LLM modellek
alkalmazasa jelentds mértékben segitheti a vallalati tudas hatékony alkalmazasat, s mint
ilyen, kozvetleniil befolyasolhatja a versenyképességet, am csupan néhany alapvetden fontos

feltétel teljesiilése esetén:

Egyrészrol a nagy nyelvmodellek puszta alkalmazasan tal sziikség van jo mindségii RAG
keretrendszer 1étrehozasara, ezen tl pedig olyan modszerek és eszkozok alkalmazasara,
melyek a rendszer valaszainak mindségbiztositasan keresztiil hozzajarulnak a megoldasba
vetett bizalom kialakulasahoz.

Ezek nélkiil a feltételek nélkiil az LLM-ek jelentette igéret csupan igéret marad.
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