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PREFACE 

In view of the rapid growth of various aspects in speech research, this edited 
volume addresses the issue of spontaneous speech research. 

The problem area of spontaneous speech raises various questions for all fields 
of the speech sciences. Studies of the manifold challenges of its analysis and 
processing are introduced in this book: The topics are about how a speaker 
makes use of speech organs to deliver thoughts from larynx movements through 
co-articulation processes to demands of various communication settings. The 
book is also about atypical speech, disfluencies and speech synthesis, and it 
includes a speaker age estimation research. Acoustic-phonetic analyses deal with 
irregular phonation, glottal markings, and phrase-final lengthening. The chapters 
show a wide range of topics that researchers focus on worldwide. The cohesion 
of the chapters lies in their diversity with a common approach to discuss 
processes, phenomena, and results of some kind in speech science. 

The themes of the papers represent shared knowledge of the research 
community that has accumulated during the past decades. The majority of the 
papers are devoted to specific questions in diverse languages (e.g., English, 
Georgian, and Hungarian). There is a major emphasis on spontaneous speech, 
and many topics confirm evidence that spontaneously produced speech is very 
complex, and speakers show large individual differences (as expected). Some 
other papers investigate read speech to better understand how the specific issue 
can be extended later to spontaneous speech. 

The ten papers of this volume were selected from the talks of an international 
workshop that was organized last year in Budapest and was entitled Challenges 
in analysis and processing of spontaneous speech (CAPSS). The papers 
underwent the usual peer-reviewing process to be included into this book. The 
workshop provided a unique exchange forum for researchers working on all 
kinds of research fields focusing on relevant questions of spontaneous speech. 
Our intention in editing this book was that the selected papers should reflect the 
overall research interest of the participants of the workshop, on the one hand, 
and ongoing phonetic investigations in these days, on the other. 

The book is dedicated to all those who are interested in the analysis of 
spontaneous speech from various aspects and in diverse languages. As editors, 
we do hope that the studies of the book and their results will encourage our 



 

fellow researchers to discuss these issues further, and make our common 
knowledge take a large step forward in this cognitive process. 

Finally, we would like to thank our authors for having worked so hard to turn 
their talks into high-level scientific papers and for being enthusiastic in 
improving their manuscripts in response to the reviewers’ comments. We would 
also like to thank our reviewers who accepted our invitation to review the 
papers, and acted quickly both when they received the original manuscripts and 
when they re-read the revised versions. 

We hope to provide you with a bookful of new thought-provoking results on 
interesting topics to initiate a growing interest in spontaneous speech research. 

 
The editors 

Mária Gósy and Tekla Etelka Gráczi 
 
Budapest, June 2018. 
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INVESTIGATING CLEAR SPEECH ADAPTATIONS IN 

SPONTANEOUS SPEECH PRODUCED IN COMMUNICATIVE 

SETTINGS 

Outi TUOMAINEN & Valerie HAZAN 
Department of Speech Hearing and Phonetic Sciences, 

University College London (UCL), London, UK. 
o.tuomainen@ucl.ac.uk, v.hazan@ucl.ac.uk 

Abstract 
In order to investigate the clear speech adaptations that individuals make 
when communicating in intelligibility-challenging conditions, it would 
seem essential to examine speech that is produced in interaction with a 
conversational partner. However, much of the literature on clear speech 
adaptations has been based on the analysis of sentences that talkers were 
instructed to read clearly. In this chapter, we review methods for eliciting 
spontaneous speech in interaction for the purpose of investigating clear 
speech phenomena. We describe in more detail the Diapix task (Van 
Engen et al., 2010) and DiapixUK picture pairs (Baker & Hazan, 2011) 
which have been used in the production of large corpora investigating 
clear speech adaptations. We present an overview of the analysis of 
spontaneous speech and clear speech adaptations from the LUCID corpora 
that include spontaneous speech recordings from children, young and older 
adults. 

Keywords: spontaneous speech, clear speech, speech corpus 

1 Introduction 

The aim of our research is to investigate the acoustic-phonetic adaptations that 
individuals make to their speech to be able to communicate effectively in 
challenging environments. These are most often described as talking in a ‘clear 
speaking style’ or with ‘clear speech’ and have been the subject of many 
investigations over the last 30 or so years. This chapter will review the 
experimental approaches that have typically been used to investigate clear 
speech and will argue for investigating this phenomenon using spontaneous 
speech produced in interaction during a communicative task. We describe 
techniques for recording speech corpora that have taken this approach. Finally, 
we present some key findings from three linked studies that have investigated 
clear speech adaptations in children, young and older adults. 

Most speech communication occurs in situations that are less than ideal. 
These situations have been referred to in the literature as ‘adverse’ or ‘challeng-
ing’ conditions but in fact represent many of the conditions that we encounter in 
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our everyday lives. For example, a study that investigated the typical listening 
environments of a small group of older adults, using an experiential sampling 
method, found that for 40% of the reported time, individuals were in an 
environment that was ‘a bit noisy’ and that about 10% of the time was in 
situations that were noisy or very noisy (Hasan et al., 2014). A recent review 
paper (Mattys et al., 2012) provided a useful classification of causes of adverse 
conditions for speech communication. First, there can be environmental/trans-
mission degradation such as the presence of noise or other voices in the 
environment, or a high degree of reverberation. There can be receiver limita-
tions, such as the presence of a hearing loss, the lack of shared language 
knowledge or lack of available resources due to a high degree of cognitive load. 
To this classification can be added speaker limitations, such as the presence of a 
language impairment or speaking in an unknown accent. All these situations can 
lead to communication difficulties that can result in disfluencies, multiple 
requests for repetitions or clarifications, and misunderstandings needing repair. 

Young adults are skilled at making adaptations to their conversational 
speaking style in order to overcome the effects of these types of degradation. 
The adjustments that they make typically require greater effort on the part of the 
speaker but are evidence, as suggested by Lindblom in his Hyper-Hypo model of 
speech production (Lindblom, 1990), that speech produced in interaction is 
listener-oriented and for the benefit of efficient communication. While talkers 
typically aim to minimise the degree of articulatory effort that they expend in 
their conversational speaking style, this will be increased for the sake of efficient 
communication if the type of communication barriers mentioned above are 
affecting intelligibility. Talkers continuously assess the level of understanding of 
their interlocutor via the appropriateness of their responses, the frequency of 
requests for clarification, pauses, and hesitations. In conditions in which 
individuals are conversing in a very noisy room, for example, they may adopt a 
clear speaking style, but if communication is progressing well, talkers might 
start to reduce the effort that they are making to speak more clearly. However, if 
there is a breakdown and need for repair, the degree of clear speaking style is 
likely to increase. This type of speaking style is therefore highly dynamic and 
listener-focused. 

The adaptations that are made in clear speech can be at the level of acoustic-
phonetic or linguistic adjustments. Excellent reviews of the types of adaptations 
made in clear speech can be found in Smiljanic and Bradlow (2009), Mattys et 
al. (2012) and Cooke et al. (2014). In summary, acoustic-phonetic adaptations 
can include reductions in articulation rate, increases in pause frequency and in 
fundamental frequency, shifts in the energy distribution in the voice and vowel 
hyper-articulation. Linguistic adaptations can entail the use of more frequent 
words, reductions in sentence length and complexity or changes in lexical 
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diversity (e.g., Granlund et al., 2018). Adaptations are, to a degree, tailored to 
best counter the interference that the interlocutor may be experiencing (e.g., 
Cooke & Lu, 2010; Hazan & Baker, 2011). In summary, speaking style 
adaptations are a fairly skilled aspect of speech production and are often 
essential for efficient and effective communication in challenging situations. 

Given that clear speaking styles are likely to be strongly dependent on the 
interaction between talker and listener, and on the degree of difficulty 
experienced by one or both conversational partners, it would appear of 
paramount importance to involve interaction and communicative intent in the 
study of clear speech adaptations. However, the great majority of studies of clear 
speaking styles which led to the findings listed above have involved an approach 
where communicative intent was absent. Indeed, a typical approach has been to 
instruct the participant to read a set of sentences ‘normally’ or using a 
conversational style, and then to ask participants to read the sentences again, but 
this time as if speaking to a person who is hearing impaired or who is a non-
native speaker. In terms of experimental control, this approach has a number of 
advantages over spontaneous speech in that the speech to be analysed is 
consistent across talkers and across speaking styles. This is a great advantage 
when measuring the acoustic characteristics of speech which can be affected by 
coarticulation, lexical content and many other sources of variation.  However, 
such read speech has a number of shortcomings. First, the recorded speech 
materials lack communicative intent and the dynamic adjustments that talkers 
make to their speech in natural interactions.  Also, in studies involving read 
materials, the participant is merely a ‘talker’ whereas true communication 
involves a participant as both listener and talker, and, more often than not, doing 
another task while communicating. The added cognitive load involved in such 
interactions could affect aspects of speech production (e.g., Nip & Green, 2013). 

Another important shortcoming of using read speech for investigations into 
clear speech adaptations is that there is evidence that the clear speech that is 
recorded when participants are instructed to read clearly differs in some respects 
from naturally-elicited clear speech. For example, Hazan and Baker (2011) 
found that, for a same set of talkers, clear speech that was elicited via instruction 
in read sentences showed more extreme changes in at least certain acoustic-
phonetic characteristics than spontaneous speech produced to counteract 
intelligibility-challenging conditions. In a study comparing different types of 
instructions to speak clearly with speech directed at an interlocutor, Scarborough 
and Zellou (2013) found that instructions to speak clearly led to greater changes 
in vowel duration and more greatly-hyperarticulated vowels than the naturally-
elicited clear speech. In the same study, when speech samples were presented in 
a lexical decision task, listeners responded more quickly to the naturally-elicited 
clear speech than to the speech spoken ‘as if to someone who is hard of hearing’. 
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Differences were also found between ‘real’ and ‘imagined’ foreigner-directed 
clear speech and authors argued for the use of ‘communicatively authentic 
elicitation tasks’ in studies of clear speaking styles (Scarborough et al. 2007). 
Finally, within ‘instructed’ clear speech, the perceptual benefit of clear speaking 
styles varies with the type of instruction given (Lam & Tjaden, 2013). 

Recently, there has been a move towards investigating clear speech 
adaptations in corpora of spontaneous speech collected while pairs of 
participants were involved in a problem-solving task (for a review, see Cooke et 
al., 2014). These dialogues may still be far from natural communication, as they 
are recorded in laboratory conditions and involved talkers carrying out a specific 
problem-solving task in order to maintain some control over the content and 
duration of the interaction. However, they provide an important half-way house 
between read speech and totally unstructured spontaneous speech. Another 
advantage of this approach is that they model the kind of multi-tasking and 
sharing of cognitive resources that occurs in much natural communication. 
Using this type of interactive task, clear speech adaptations can be naturally 
elicited by, for example, adding noise in the background while the task is being 
carried out, and such speech is then compared to speech recorded when there 
was no interference affecting participants. 

An early example of a collaborative problem-solving task used in the 
recording of speech corpora is the ‘Map Task’ which was used in the 
development of the HCRC Map Task corpus (Anderson et al., 1991). The Map 
Task  involves ‘instruction givers’ having to communicate details of a map route 
and of different key elements on the map to ‘instruction followers’ who have no 
indication of the route on their map; the two maps can also differ in some key 
elements. Task success can be measured using a deviation score from the 
accurate route. The task has been used in a number of studies investigating, for 
example, word segmentation cues (White et al., 2010) and the role of visual cues 
in communicating information (Anderson et al., 1991). The speech recorded 
using this task includes many direction-giving commands and requests. 
However, the maps are highly simplified and accompanied by labels, so there is 
little variation in the lexical content produced. 

Another approach to elicit spontaneous speech dialogues has been to use 
popular problem-solving puzzles. In Cooke and Lu (2010), pairs of participants 
cooperatively completed Sudoku puzzles, which provided many repetitions of 
number words. Crosswords have also been used (Crawford et al., 1994); these 
can lead to the use of a wider range of lexical items than Sudoku. However, in 
both these approaches, both participants see the same information and one 
participant can dominate the task without requiring much input from the other. It 
is also the case that individuals vary widely in their skill and interest in 
completing word- or number-based puzzles and such tasks may be too complex 
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for very young or much older participants.  Tangram puzzles (Clark & Wilkes-
Gibbs, 1986) have also been used in many studies of speech in interaction. 
Tangrams are visual puzzles in which sets of shapes (squares, triangles) have to 
be assembled in a specific way to form a shape. Tangrams have the advantage of 
involving less skill than word or number puzzles and can also be used in many 
different permutations, so are less limited than for example Map Tasks which 
have to be carefully constructed. The type of interactions they elicit is still fairly 
limited though and would include a high proportion of short commands. 
Tangrams have been used in studies such as Murfitt and McAllister (2001). 

A task that was recently developed for investigations of clear speech 
adaptations in children is the Grid Task (Granlund et al., 2018). In this task, each 
participant is given a grid with pictures, an empty grid with squares with 
coloured numbers and a tray containing five different drawn versions of 16 
keywords that formed minimal pairs (e.g., peach - beach). The aim of the task 
was for each conversational partner, without being able to see each other’s grids, 
to replicate their partner’s grid in their empty grid. In order to do this, they had 
to converse with their conversational partner to find for each of the 16 boxes on 
the grid the correct keyword, the correct version of the keyword, and the correct 
location of the keyword (see Granlund et al., 2018, for an example of the grid 
and picture materials). This task very much engaged the children and the need to 
differentiate five different representations of an object led to variation in the 
lexical content. Multiple iterations of each keyword were produced as well as 
many repetitions of numbers and colours. 

Finally, some spontaneous speech corpora have taken the approach of 
recording conversations between two interlocutors on everyday topics that are 
likely to elicit a range of different views and opinions. For example, in the BEA 
corpus (Gósy, 2012), the conversation module involved the participant, 
interviewer and a third person discussing topics such as ‘marriage vs 
cohabitation’ or ‘secondary school final exams’. This approach is likely to elicit 
more natural spontaneous speech than problem-based tasks, although some 
individuals might be more reluctant to express personal views and therefore 
produce less speech. 

2 The Diapix task 

A recent task, which is becoming widely used for recordings of speech in 
interaction, is the Diapix task (Van Engen et al., 2010), which was first 
developed to compare conversational speech interactions between pairs of native 
and non-native speakers. Diapix involves pairs of participants engaged in a ‘spot 
the difference’ picture task. Each participant is presented with a different version 
of the same cartoon-style picture, and both have to collaborate to find the 
differences between the two pictures without seeing each other’s picture. A set 
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of 12 carefully-designed picture pairs developed by Baker and Hazan, the 
DiapixUK pictures, have been used in a number of different studies and are 
available as supplementary materials in Baker and Hazan (2011). 

The design of the DiapixUK picture pairs was done with great care (see Baker 
& Hazan, 2011). There are four picture-pairs for each of three main scenes: 
beach, street and farm, each containing 12 differences. A number of factors were 
controlled in these pictures, such as the position of differences within the 
picture, the type of difference to be found (presence/absence of object vs change 
in object), which of the two pictures was key to finding the difference (if 
absence of an object) in order to ensure that both participants had to take an 
active part in the task. The pictures were also made to be quite humorous to 
maintain interest and encourage more relaxed conversation. Analyses in Baker 
and Hazan (2011) revealed that, unless one talker was instructed to take the lead, 
Diapix led to balanced speech being recorded for both participants (Talker A: 
51%, Talker B 49%) which differed from the Map Task where the instruction 
giver contributed 68% of words. Also, after participants had completed a 
practice picture, there was no learning effect when several Diapix tasks were run 
in succession, as shown by task transaction time. The level of difficulty of the 
pictures was also found to be consistent, as shown by non-significant differences 
in task transaction time, although there was greater variation for the later-
developed pictures (named beach 4, street 4, farm 4). 

The DiapixUK picture pairs (Baker & Hazan, 2011) were developed with 
reusability in mind: they were designed using Adobe Photoshop software with 
each object placed on a different layer so that the pictures could easily be edited 
if further changes were needed. For example, these pictures have been adapted 
for use with Finnish (Granlund et al., 2012), Spanish (Lecumberri et al., 2017) 
and Swedish participants (Sørensen et al., 2017) by changing some of the written 
elements (such as shop names) in the pictures. The DiapixUK picture pairs have 
also been adapted to investigate regional dialectal differences in British Sign 
Language (Stamp et al., 2016). It should be noted that certain visual elements, 
such as the fact that men were wearing socks with their sandals on the beach, are 
rather culturally-biased, but these objects can be edited or removed. Unlike 
word- or number-based puzzles that have different demands across groups 
varying in age and ability, Diapix is well suited for a wide variety of 
participants, including clinical populations, as the task can be solved using 
simple vocabulary and grammar. The DiapixUK picture pairs have been used, 
without alterations, with participants aged 8 to 85 years. 

As with the Map Task, the differences in Diapix were designed to encourage 
the repetition of specific keywords, in this case words from /p/-/b/ and /s/-/ʃ/ 
minimal pairs, so that segmental contrasts could be analysed. It is also possible 
to obtain measures of vowel space by accumulating vowel formant measures for 
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point vowels that occur frequently in content words throughout the spontaneous 
speech interactions (e.g., Pettinato et al., 2016). However, rather than detailed 
segmental analyses, Diapix recordings are more commonly used to investigate 
more global characteristics of speech, such as measures of articulation rate, 
fundamental frequency and long-term average spectrum. They can also be used 
to obtain measures related to the conversational interaction, such as rate and type 
of disfluencies or of repairs. 

Another type of measure that can be obtained from Diapix is a measure of 
communication ‘success’ or efficiency. Indeed, difficulties in communication 
result in increased pausing, disfluencies, repetitions, elaborations that all 
lengthen the time needed to complete the task successfully. Measures of 
communication efficiency include task transaction time (e.g., Van Engen et al., 
2010), the number of differences found in a set time, and the frequency of 
communication breakdowns (McInerney & Walden, 2013). Another measure 
which can be of use in evaluating participant dominance is the time spent by 
each holding the floor in the interactions while they are completing the task 
(Sørensen et al., 2017). 

In order to use the Diapix task to naturally elicit clear speech adaptations, it is 
necessary to make communication difficult for one or both participants in the 
interaction. One means of achieving this while also maintaining high quality and 
‘clean’ recordings for each of the participants in the interaction involves seating 
participants in separate sound-treated booths and having them communicate via 
headsets. Recordings are controlled via a computer in a separate control room. 
One or both audio channels can be manipulated to degrade the signal being 
transmitted from one participant to the other in real time. This can be done using 
a vocoder, for example, by adding noise or babble to the channel or by using 
software such as HELPS (Zurek & Desloge, 2007) to simulate a sensorineural 
hearing loss. The aim is to naturally elicit clear speech adaptations in the 
‘unimpaired’ participant who has to make him or herself clear for their 
conversational partner who has difficulty hearing them. The advantage of using 
this approach is that the degree of degradation can be carefully controlled, with 
no headphone ‘leakage’ heard by the other participant, and also that the speech 
of each participant is recorded on a separate channel with no audible 
interference. This is particularly important if the speech is to be used for acoustic 
analyses. A simpler recording set-up with both participants seated in the same 
room and recorded on a single channel can work well if the aim is to collect 
more general measures of task duration or measures of disfluencies, for example, 
and if recording quality is less paramount. 

To date, Diapix has been used in studies of clear speech adaptations in young 
adults (Hazan & Baker, 2011), children with typical hearing (Hazan et al., 2016) 
and hearing loss (Granlund et al., 2018), older adults (Tuomainen & Hazan, 
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2016), native and nonnative talkers (Van Engen et al., 2010). It has also been 
used to examine how speech characteristics vary when speaking in one’s first 
and second language (Lecumberri et al., 2017) and to investigate phenomena of 
talker convergence (Kim et al., 2011; Solanski et al., 2015; Stamp et al., 2016). 
Recently, the Spanish version of the Diapix pictures was used for sociolinguistic 
purposes, in a language contact study in Colombia. The value of the Diapix task 
for investigating speech interactions in more clinical settings is also being 
recognised. A pilot study (McInerney & Walden, 2013) used Diapix interactions 
to evaluate the effect of assistive listening devices (ALD) on communication 
efficiency in older adults with hearing loss, using the frequency of communica-
tion breakdowns as efficiency measure. 

3 LUCID corpora 

Three major corpora were collected at UCL consecutively over a nine year 
period using the Diapix task and DiapixUK picture sets. The first corpus 
(LUCID: London UCL Clear speech in Interaction Database) includes extensive 
speech recordings for 40 native Southern British English adults (20 female) aged 
between 18 and 29 years old (mean age: 23 years). Participants were 
monolingual and had normal hearing thresholds. They were recorded in a 
number of easy and challenging communicative conditions, with three Diapix 
picture tasks per condition. In the easy NORM condition, both participants could 
hear each other without interference. Challenging conditions included the 
vocoder condition (VOC: talker B heard talker A via a three-channel noise-
excited vocoder) which was done by all participants. For this condition and the 
NORM condition, the conversational partners were known to each other. There 
were two further conditions, each carried out by half of the participants: in the 
Babble condition (BAB) talker B heard talker A’s voice mixed with 8-talker 
babble at approximately 0 dB SNR and in the L2 condition, talker B was a low-
proficiency L2 speaker. For these two conditions, Talker B was a confederate 
not known to the key participant. Further details about the design of the 
challenging conditions and of the resulting corpus can be found in Hazan and 
Baker (2011). The LUCID corpus also included read sentences and picture 
naming in two speaking styles. In the casual style, participants were instructed to 
read ‘casually as if talking to a friend’ and in the clear speaking style, they were 
instructed to read ‘clearly as if talking to someone who is hearing impaired’. The 
corpus includes stereo audio files for two-way dialog (wav format) and 
individual wav files for each speaker as well as word-aligned orthographic 
transcriptions (in Praat TextGrid format). Note that annotations are not available 
for the speech produced by the L2 confederates. This corpus is available online 
(following password request) and stored within the OSCAAR archive based at 
Northwestern University (https://oscaar.ci.northwestern.edu/). 
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The kidLUCID corpus includes Diapix recordings from 96 children and 
adolescents aged between 9 and 14 years inclusive (50 F, 46 M, mean: 11;8 
years). Participants were non-bilingual native Southern British English speakers 
who reported no history of hearing or language impairments. In this corpus, only 
one Diapix task was carried out per condition. Diapix was carried out in three of 
the conditions also included in the LUCID corpus for comparability: the NORM, 
BAB and VOC conditions. Further details about corpus design are available in 
Hazan et al. (2016). This corpus, together with word-level annotations in Praat 
Textgrids, is also available within the OSCAAR archive. 

The most-recently collected elderLUCID corpus includes speech from 83 
single-sex pairs of native Southern British English adult talkers between the ages 
of 19 and 84 years. Talker A participants were from two distinct age groups: 
‘younger adults’ (YA) aged 19-26 years (15 F, 11 M; Mean: 21.5 yrs) and ‘older 
adults’ (OA) aged 65-84 years (30 F, 27 M, Mean: 72.5 yrs). Participants in 
Talker B role were always younger adults (N = 83, between 18-30 years of age) 
of the same sex as the Talker A. Participants reported no history of speech or 
language impairments. YA participants all had normal hearing thresholds. OA 
participants had either normal hearing (OANH: 14 F, 13M), i.e., hearing 
threshold of < 20 dB between 250-4000 Hz, or a mild hearing loss (OAHL: 16 
F, 14 M), with hearing threshold of < 45 dB between 250-4000 Hz, typical of 
early stages of age-related hearing loss or presbycusis. In addition to the normal 
(NORM) condition, there were three challenging conditions carried out by all 
participants. In the hearing loss simulation condition (HLS), the voice of Talker 
A was processed in real time through the HELPS software (Zurek & Desloge, 
2007) mimicking the effect of severe-to-profound age-related hearing loss before 
being transmitted to Talker B. In the BABBLE (BAB-1) condition, the speech of 
talker A was mixed with the same 8-talker babble as used in the previous 
LUCID corpora before being channelled through to the confederate’s 
headphones, at a difficulty level equated to the HLS conditions via a Modified 
Rhyme Task (MRT). In the other BABBLE (BAB-2) condition, both talkers 
heard the same babble as in BAB-1 but at 0 dB SNR. One Diapix task was 
carried out per condition. For the same participants, further speech is available 
for the same conditions using a sentence repetition task where participants had to 
read sentences to Talker B who had to repeat them back. The elderLUCID 
corpus will be made available on request from the authors. 

As the three corpora were collected in separate studies, they are not fully 
comparable in terms of the methodology used in their collection. This reflects 
the difficult decision to be made between maintaining full compatibility across 
related corpora collected over a period of years, and making necessary 
improvements or adjustments, or simply practical changes to aid recruitment. 
For example, in the LUCID and kidLUCID corpora, participants carried out the 
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Diapix task with a friend (for the NORM and VOC conditions only in LUCID) 
whereas in the elderLUCID corpus, participants were paired with a young adult 
conversational partner they had just met. This difference in degree of familiarity 
is likely to have an effect in the level of alignment between speakers during their 
interactions, for example. 

4 Summary of findings on spontaneous speech across the lifespan 

In this section, we summarise the main findings resulting from the analyses of 
the suprasegmental features of articulation rate, fundamental frequency and 
long-term spectrum characteristics in the three LUCID corpora. A description of 
the post-processing stages used in analysing these acoustic features is in Hazan 
et al. (2016). 

First, the availability of spontaneous speech data collected using a common 
task in related studies with children aged 9 to 14, young adults and older adults 
aged 65 to 85 enables us to examine age trends for conversational speech 
produced in good communicative conditions but without face-to-face visual 
cues. Trends for articulation rate (syllables produced per second) in conversa-
tional speech showed an inverted U shape with children up to the age of 11 
speaking at a slower speech rate than young adults (Hazan et al., 2016), but older 
adults in the 65-85 year age range also speaking at a lower articulation rate than 
young adults (Tuomainen & Hazan, 2016a), see Figure 1. This is consistent with 
the findings of Jacewicz et al. (2010), for example, for spontaneous speech 
monologues and Bóna (2014) for a variety of speaking styles. 

Fundamental frequency measures were calculated using the de Looze and 
Hirst formula described in Hazan et al. (2016). Changes in mean fundamental 
frequency (see Figure 2) followed trends in terms of talker sex and age that were 
expected from the literature with differentiation on the basis of talker sex 
appearing around the age of 13-14 years followed by a steep reduction in 
fundamental frequency for male speakers in young adulthood and a more 
gradual reduction for female speakers (Hazan, 2017). Some studies have 
identified increases in mean fundamental frequency in older males and decreases 
in post-menopausal female talkers but, although such a trend was present, this 
effect was not statistically significant in our elderLUCID corpus. 

Normalized pitch range (75th -25th percentile range of fundamental frequency 
values calculated over the aggregated speech per condition and converted to 
semitones relative to 1 Hz) also showed a U-shape but in the opposite direction 
than articulation rate: both 9-12 year olds and older adults used a wider pitch 
range in their conversational speech than 13-14 year olds and young adults. It is 
possible that the increased pitch range in some participant groups reflects 
increased engagement with the task resulting in greater animation rather than 
physiological effects. There was an age effect also in terms of the energy 
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distribution in the long-term average spectrum of speech. More specifically, we 
analysed the relative amount of energy in the mid-frequency region of the 
speech (1-3 kHz) which has been identified as an important predictor of speech 
intelligibility in background noise. The speech of children had higher mid-
frequency energy than young adults (Hazan et al., 2016); this may partly be due 
to differences in the distribution of spectral energy between child and adult 
speech. There was also a significant difference between the speech of younger 
and older adults, with older adults having less energy in the mid-frequency 
region (Tuomainen & Hazan, 2016b). This could be linked to weaker and more 
irregular vocal fold excitation in older adults. Speech which has less energy in 
the mid-frequency region of speech is likely to be more difficult to understand in 
the presence of noise. This is because this region of the speech spectrum, which 
contains many acoustic-phonetic cues, is more likely to be masked by noise if it 
is of lower intensity. 

 
Figure 1. 

Conversational articulation rate based on data collected from studies 
carried out with children (reported in Hazan et al., 2016) and 

with young and older adults (reported in Tuomainen & Hazan, 2016). 
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Figure 2. 

Median fundamental frequency in conversational speech, 
based on data collected from studies carried out 

with children (reported in Hazan et al., 2016) and 
with young and older adults (reported in Tuomainen & Hazan, 2016). 

5 Summary of findings on listener-oriented adaptations in speech 

production 

As the challenging conditions were not identical across the three Diapix studies, 
and as adaptation strategies can vary as a function of the type of communication 
barrier to be overcome (e.g., Hazan & Baker, 2011), it is not possible to directly 
compare the three age groups on a given condition. However, it is possible to 
compare the adaptation strategies of children to those of young adults for the 
VOC condition and the strategies of young adults to older adults for the hearing 
loss simulation condition. Both these conditions proved to cause significant 
communicative difficulties for participant pairs resulting in longer task 
transaction times (Hazan et al., 2016). It should be noted also that both involved 
an interference affecting Talker B only and that the adaptation strategies of 
Talker A were under scrutiny. These were therefore strategies that were purely 
listener-oriented and for the benefit of efficient communication and should be 
differentiated from the type of adaptations (e.g., Lombard speech) that talkers 
make when directly exposed to interference such as loud background noise. 
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When comparing the strategies used by children to those used by young 
adults, it was found that from 9 years of age, children used some adult-like 
adaptations: they slowed down their articulation rate and increased the mid-
frequency energy and median fundamental frequency of their speech for the 
benefit of their interlocutor. However, unlike adults, 11-14 year olds also 
increased their fundamental frequency range to counter the effects of vocoding, 
even though this would not have been transmitted to the conversational partner. 
This was the case because a noise rather than periodic source was used to excite 
the vocoder and information about changes in periodicity would therefore not 
have been present. For child speech only, in the clear speaking style, significant 
correlations were obtained between increases in mid-frequency energy, 
reflecting a decrease in spectral tilt, and increases in f0 median and range and, 
for some child groups, in decreases in articulation rate. Such correlations suggest 
an increase in vocal effort as would be seen when speaking in a very loud voice 
or shouting. Children were perhaps using clear speech strategies learnt through 
their more usual experience of communicating in noisy environments, which 
would suggest less attunement to the specific characteristics of the interference 
(Hazan et al., 2016). 

When comparing younger and older adults in the hearing loss simulation 
condition (affecting Talker B), both groups reduced their articulation rate in this 
condition and both groups also showed increased energy in the mid-frequency 
region of the long-term average spectrum relative to their spontaneous speech 
produced in good communicative conditions. Interestingly, for the older adult 
group with age-related hearing loss only, just as had been found for children, a 
strong correlation was obtained between increases in fundamental frequency and 
increases in mid-frequency energy (Hazan & Tuomainen, 2017) as shown in 
Figure 3. Again, this correlation was totally absent for the young adult group and 
for older adults with normal hearing thresholds and suggested that some older 
adults at least were using a strategy of strongly increasing their vocal effort as a 
clear speech strategy. An intriguing question is why older adults and young 
children have a greater tendency of strongly raising their voice or shouting when 
trying to speak clearly for an ‘impaired’ interlocutor. This could be due to a 
greater degree of frustration experienced when communication problems arise, 
although there is no objective data to support this hypothesis. It could also be 
due to a lower degree of inhibition as shouting to an interlocutor may be 
considered by young adults as inappropriate. 
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Figure 3. 

Scatterplot showing the relation between changes in median f0 and 
changes in mean energy in the mid-frequency region of the spectrum 

in the hearing loss simulation (HLS) condition relative to the NORM condition 
in the study reported in Hazan and Tuomainen (2017) 

involving young adults (YA), older adults with normal hearing (OANH) and 
older adults with hearing loss (OAHL). 

6 Conclusions 

In conclusion, we argue that, despite the increased variability that comes from 
using spontaneous speech in the analysis of clear speech adaptations, there are 
benefits in using speech in which these adaptations are naturally elicited due to 
communicative demands. Further work is needed in order to develop analysis 
methods that can better represent the dynamic aspects of these adaptations in 
relation with the degree of communicative success. 
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Abstract 
The paper provides a summary of various types and aspects of coarticula-
tion. After setting a framework that includes general considerations such 
as biomechanical and language-specific issues, the distinction between 
anticipatory and carry-over coarticulation, the discussion of articulatory 
pressure/resistance and its scope, it analyzes different levels at which 
coarticulation occurs: lips, tongue, velum and larynx. The review of the 
most influential models and theories from the 1960s until the present 
reveals that a comprehensive explanation of coarticulation is yet to be 
offered. In terms of neuromotor control, it shows that very little research 
has been done specifically on coarticulation, so most conclusions in 
available literature are indirectly derived from studies of speech produc-
tion in general. The paper also tries to shed some light on coarticulation in 
populations that have been studied less extensively, such as children and 
clinical cases. The goal of this review is to give a brief overview of the 
current ‘state of affairs’ in coarticulation studies and argue for the need to 
extend them to more languages, less than typical populations and to higher 
levels of processing. 

Keywords: coarticulation, coarticulatory resistance, coarticulatory 
pressure, speech acquisition, impaired speech motor control. 

1 Introduction 

Speech consists of segmental and suprasegmental features. However, the term 
‘segmental’ may be a little misleading. It refers to individual sounds (rather than 
superimposed or accompanying characteristics of the utterance, i.e., prosody = 
suprasegmentals) and it may be inferred that the segments follow each other in 
an orderly fashion – one appearing after another has been completed. This 
misconception is readily recognized when one attempts to analyze a sample of 
speech and, as a first step, tries to separate/distinguish the individual sounds. It 
becomes painfully obvious that it is very difficult (if not impossible) to decide 
with certainty where one segment ends and the following one begins. The culprit 
is coarticulation. 

In most general terms, coarticulation is defined as the influence that speech 
sounds exert upon one another in running speech. 
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Although the terms coarticulation and assimilation are frequently used 
interchangeably and they both occur as consequences of sound context, the 
distinction between them is commonly described as assimilation referring to 
audible change resulting in the perception of another phoneme and coarticulation 
being reserved for the physiological domain of speech organs coordination 
(Hardcastle & Tjaden, 2011). In terms of generative phonology, it can be said 
that assimilation belongs to the realm of linguistic competence and 
coarticulation to that of performance (Chomsky & Halle, 1968). The former is 
language-determined (i. e., governed by language-specific rules, e. g., phonol-
ogical ones) while the latter is universal although it may appear to differ across 
languages, particularly in degree, and what is considered assimilation in one 
language may be described as coarticulation in another (e.g., vowel harmony vs., 
transconsonantal coarticulation) (Farnetani & Recasens, 2010; Volenec, 2015; 
Horga & Liker, 2016). There have been other attempts to define this distinction, 
including the suggestion of a listener-centered approach (Fowler, 1980), but the 
issue is far from being resolved and it involves the age-old discussion about the 
phonetics vs. phonology domains. 

In the literature, there are a number of terms referring to what is called 
coarticulation in this text: coordination, gestural overlap, interarticulator timing, 
context effects, sound-transitional effects (to name just a few) (Hardcastle & 
Tjaden, 2011). 

2 General aspects of coarticulation 

Coarticulation has its biomechanical and language-specific aspects. The biome-
chanical aspect is supposedly universal, because it is in essence a manifestation or 
consequence of characteristics and functioning of our speech production system. It 
is not limited to inertia of articulators, but rather it involves continuous 
modifications/adjustments in line with communicative demands during speech 
(not necessarily dependent on speech tempo). On the other hand, language-specific 
aspects of coarticulation are apparent in the assumption that coarticulation is 
governed by language rules, and therefore not a mere consequence of what our 
speech organs can or cannot do. If coarticulation were JUST biomechanically 
determined, the levels of speech planning/programming and speech execution 
would be independent without the possibility of feedback and error management. It 
seems appropriate to view coarticulation as a combination of the two aspects at an 
undetermined ratio, and here is where the distinction between anticipatory and 
carry-over coarticulation solves at least part of the problem. 

In anticipatory coarticulation (also called forward, regressive, right-to-left) 
the current sound is influenced by the one following it, i.e., its place of 
articulation is slightly modified and approximates the place of articulation of the 
succeeding sound (e.g., the /g/ in goon is produced with the tongue dorsum in a 
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more backward position than in geek). It is considered to be a sign of speech 
(motor) planning, and language-determined. In other words, it is a higher level 
process whose patterns vary across languages (Keating & Lahiri, 1993). It is 
therefore susceptible to disruption in speech disorders characterized by impaired 
(speech) motor control. From the perceptual viewpoint it contributes to faster 
and more accurate perception due to the fact that acoustic cues of the incoming 
segment are present in the current one (e. g., Dahan et al., 2001; Salverda et al., 
2014). Experiments combining eye-tracking with cross-splicing of initial CV + 
final C from minimal pairs differing in the final C (e.g., net vs. neck) revealed that 
about 200 ms after word onset, i. e., before the actual articulation of the final 
consonant, subjects relied on the information contained in the vowel which was 
actually derived from the spliced out consonant: when [t] from net was added onto 
[ne] from neck, the subjects favored the picture of a neck before the [t] was reached 
(Dahan et al., 2001). This impact of coarticulation in lexical decision tasks has been 
found in experiments with nasalization as well (Beddor et al., 2013). 

In carry-over coarticulation (also referred to as perseverative, backward, left-
to-right, retentive) the current sound influences production of the following one 
(e. g., in boots lip protrusion necessary for the production of /u/ carries over onto 
/t/ and /s/), and it is generally taken as a consequence of inertia of the speech 
production apparatus, i.e., it is biophysiologically determined, and thus univer-
sal, although it has been argued that it involves a certain degree of planning as 
well (Recasens, 1999). 

One and the same sound in a sequence may have both anticipatory and carry-
over effects. For example, in the word /ana/ the /n/ has anticipatory effect on the 
initial /a/ and carry-over effect on the final /a/, as suggested by acoustic record, 
oral and nasal flow curves, and synchronized EPG, corresponding to opening of 
the velopharyngeal port right after onset of the initial /a/ and its remaining open 
until the end of the final /a/ (Farnetani & Recasens, 2010). 

The range/scope and direction of coarticulatory effects is determined by a set of 
constraints that may include physiological features of the articulators (→ resis-
tance), suprasegmental features (stress patterns, prosodic and syntactic boundaries, 
syntactic structure, rate of articulation, clarity, speech style) and language specific 
constraints – phonological structure (Hardcastle & Tjaden, 2011). 

Coarticulatory resistance and coarticulatory pressure (dominance, aggressive-
ness) are two properties of sounds that are positively correlated: phonetic 
segments that are especially resistant to coarticulatory effects from the adjacent 
segments exert maximal coarticulation on them. 

There is general agreement among researchers that there are some parts of the 
speech signal that are more resistant to coarticulatory effects and exhibit a higher 
degree of invariance. Krull (1989) reported that labial consonants are more 
affected than dental ones by coarticulation, and that in CVC syllables the vowel 
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exhibits greater anticipatory coarticulation on the preceding consonant than 
carry-over effect on the following one. Interestingly, in contrastive hyperarticu-
lation voiced and voiceless stops are affected differently: in order to avoid 
ambiguity, speakers decrease VOT in voiced stops and increase it in voiceless 
ones (Mücke et al., 2017). Liker and Gibbon (2018) report the tendency of /z/ to 
be more resistant to coarticulation effects than /s/. The adaptation of tongue 
position in lingual consonants to the tongue position of an adjacent sound is 
constrained by intra-articulator coordination and coupling of tongue dorsum with 
its other parts (i.e., lamina and tip): for example, in the production of postalve-
olars, such as /ʃ/, the tongue dorsum is critical and this limits their potential for 
adaptation to the subsequent vowel because tongue dorsum is slow and inert, 
therefore more resistant to adaptation than e.g., /s/ where the tip of the tongue is 
active. Alveolars closely follow in the degree of constraint, and labials (e.g., /p/) 
are more affected than alveolars (Zharkova et al., 2015). Coarticulatory resist-
ance and pressure are further discussed below, in the context of DAC model. 

Iskarous et al. (2013) propose a coarticulation-invariance scale on which the 
amount of ‘mutual information’, i.e., information shared by candidates for 
coarticulation, is proportional to the degree of coarticulation. The amount of 
information is based on the measurements of physical positions of articulators 
during speech production and it is high in coarticulation and low in invariant 
condition. Testing their scale on American English, Catalan and German data 
revealed that it confirms the previous empirical studies of contextual (in)depend-
ence of specific sound categories, i.e. articulatory resistance. 

There have been claims that coarticulation spreads over up to 6 neighboring 
sounds, but the span of coarticulation is still an issue for debate (Kent & Minifie, 
1977; Farnetani & Recasens, 2010). Also it has been suggested that it varies 
across coarticulatory systems, labial coarticulation having the largest span, 
followed by velar and lingual coarticulation (for review see Volenec, 2015). 
Bell-Berti and Harris (1975) suggested that carry-over effects are more extensive 
than the anticipatory ones. However, regardless of the actual numbers, the 
finding that several units are in various stages of planning, adjustment, execution 
and somatosensory feedback at the same time, has implications for understand-
ing the system of motor control. 

Coarticulation is not limited to word level – in connected speech it is present 
across word boundaries as well. For example, in producing the noun phrases 
lean bacon or green boat, the alveolar nasal place of articulation of /n/ moves 
toward the bilabial place of articulation in anticipation of the bilabial /b/. 
Salverda et al. (2014) have shown that listeners make immediate use of 
anticipatory coarticulation in the determiner to predict the initial sound(s) of the 
upcoming word (in a paradigm where the determiner the is followed by targets 
starting with different consonants), which can be explained by the finding that 
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from its very onset, the neutral schwa [ə] exhibited strong influence of the 
following sound, as shown by F1, F2 and F3 trajectories. 

Recasens (2015) reports the effect of stress and speech-rate variations on 
overall vowel duration, second formant frequency and coarticulation size but not 
on the consonant-specific patterns of degree and direction of vowel coarticula-
tion, and interprets these results as indication that coarticulatory changes caused 
by prosody conform to the basic principles of segmental coarticulatory organiza-
tion. Cho et al. (2017) found that prominence enhanced nasality of the consonant 
and orality of the vowel (rather than nasality) showing the coarticulatory 
resistance to nasal effects, even when the focus was on the nasal. Boundary 
strength induced prosodic position-dependent contradictory patterns. They 
conclude that vowel nasalization is under speaker’s control and take their results 
as evidence of close relationship between the dynamics of speech timing and 
(the need to preserve) linguistic contrasts. 

3 Levels/systems of coarticulation 

Most research focuses on tongue related coarticulation, but coarticulatory 
processes are present at the laryngeal, nasal and labial levels as well. In other 
words, articulators studied in coarticulation are lips, tongue, velum and larynx. 
Mandibular movements are typically observed together with lips and tongue 
because they are considered to be integral part of changes in the position of the two. 

Processes associated with lips are usually referred to as lip rounding, 
spreading or protrusion (e.g., in the word choose under the influence of /u/ lip 
rounding will begin during production of /tʃ/, and in cheese lips will be spread 
during production of /tʃ/ under the influence of /i/) and their acoustic aspects are 
described in terms of formant changes. Full description of lip aperture requires 
both the horizontal and vertical axis specification: rounded sounds have smaller 
aperture along both axes. In languages in which both rounded and unrounded 
vowels are constituents of the phonemic repertoire (e.g., Swedish, German, 
French), roundedness is associated with more complex articulatory characteris-
tics, it is less variable and more resistant to coarticulation than in languages in 
which it plays no phonologically distinctive role (Farnetani & Recasens, 2010; 
Horga & Liker, 2016). Labial coarticulation seems to have the largest scope - 
Swedish electromyographic data reveal lip rounding starting up to 600 ms before 
the actual rounded vowel (Lubker et al., 1975, as cited in Volenec, 2015). 

Coarticulatory displacements of the tongue along the horizontal (front – back) 
and/or the vertical axis (high/close – low/open) also result in corresponding 
formant shifts (e.g., in /aga/ and /igi/, the tongue shape during the closure for the 
/g/ is a blend of the gestures for the vowels and the consonant). It is important to 
note that tongue tip and tongue body may be controlled independently. This is 
also one of developmental constraints of articulation, since it seems that children 
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take longer to master this selective control and to replace movements of the 
tongue as a whole with independent control of its tip/blade and body. Zharkova 
et al. (2012) contribute absence of significant effects on /s/ by the following 
vowel (particularly /i/ and /u/) in children, compared with adults, to this lack of 
differential control. They also relate their interpretation to Cheng et al. (2007)’s 
study and conclude that such differential coordination occurs around 9 years of 
age and is further refined into late adolescence; according to Schötz et al. (2013) 
it may extend even into the late 20s. 

Lowering of the velum (typically referred to as nasalization) has reper-
cussions in changes of the oral formant structure and occurrence of nasal 
formants (e.g., in the word dance, the nasal /n/ may initiate velum lowering as 
early as the initial /d/, causing nasalization of the oral /æ/). Coarticulatory 
activity between nasal consonants and neighboring vowels is a two-way street, 
i.e., reciprocal: during vowel production the velum is in a lower position in the 
vicinity of nasal consonants than in the vicinity of the non-nasal ones, and 
during nasal consonant production, the vicinity of close vowels results in lower 
velum position than the vicinity of open ones (Farnetani & Recasens, 2010; 
Horga & Liker, 2016). Nasal coarticulation is both language-determined and 
physiological, its extent depends on the phonemic repertoire of the language, and 
Bouchard and Chang (2014) suggest it is under speaker’s control. 

Coarticulation at the level of larynx is associated with vocal fold activity and 
the presence or absence of periodicity, but it is also directly related to the levels 
above the larynx. The degree and duration of laryngeal coarticulation are 
affected by place and manner of articulation. For example, the opening of the 
glottis in the articulatory process of devoicing has been reported to start earlier 
in fricatives than in stops (Hoole, 1999) and VOT has been found to vary across 
places of occlusion (Bakran, 1993; Horga & Liker, 2016). Similarly, different 
consonantal contexts (i.e., fricatives vs. stops) affect laryngeal activity during 
vowel production in different ways, both with respect to variability and timing. 
Research into correlation between laryngeal and lingual places of articulation 
has yielded inconclusive and often contradictory results largely due to different 
research questions and methods (for a review, see Horga & Liker, 2016; Liker & 
Gibbon, 2018). 

4 Models 

Several models have been developed to account for coarticulation. They include 
the look-ahead, articulatory syllable, time-locked, window, coproduction and 
articulatory phonology models (for a more extensive discussion of these and other 
models, see Farnetani & Recasens, 2010; Volenec, 2015; Horga & Liker, 2016). 

The target undershoot model (Lindblom, 1963), although not explicitly a 
model of coarticulation, posits that articulators frequently fall short of their 
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target (hence, undershoot) due to responding to simultaneous articulatory 
commands, but the relationship between the target and its mental representation 
is not clearly defined. According to Lindblom, the degree of coarticulation is a 
manifestation of speech economy; however, it does not depend exclusively on 
speech rate (as posited in earlier works), but on the demands for perceptual 
contrast and style (Lindblom, 1990; Moon & Lindblom, 1994). The strategies 
speakers use are determined by duration, input articulatory force and time 
constant of the system. Lindblom (1963) also proposed an elegant tool for 
measuring coarticulation, locus equation, which has been shown across many 
languages to be a robust indicator of its degree (Sussman et al., 1993; Bakran & 
Mildner, 1995). Locus equations are linear regressions of the onset of F2 
transition on F2 target (at the vowel nucleus). The calculated slope and intercept 
depend on the consonant place of articulation. In CV syllables, steeper slopes are 
indicative of higher degree of coarticulation. Based on her comparison of locus 
equation and EPG data for English CV syllables, Tabain (2000) also suggested 
that a distinction should be made among consonant categories. Namely, her data 
revealed that alveolar and velar stops and nasals exhibit a good correlation 
between locus equation and coarticulation, as opposed to fricatives (especially 
/z/ and /ð/), where the correlation between EPG and locus equation data was 
very poor (possibly due to fricative noise obscuring the F2 transition, and/or 
locus equation being incapable of encoding the more subtle differences in the 
degree of coarticulation found in coronals. However, according to Löfqvist 
(1999), EMA data do not support the notion that the slope in locus equation 
approach is indicative of the degree of CV coarticulation. 

In the articulatory syllable model (Kozhevnikov & Chistovich, 1965, as cited in 
Farnetani & Recasens, 2010) coarticulation is limited to within CV sequences, 
which in light of prevailing evidence from various languages is too limited a scope. 

Feature-spreading (sharing) / look-ahead model: Henke (1966) proposed a 
computer model positing that a segment (i.e., input from the neural 
representation level) will have coarticulatory effects that start as early as 
possible if there are no contradictory specifications. Along these lines Daniloff 
and Hammarberg (1973) proposed that phonetic representation includes 
articulatory and coarticulatory specifications, and the model scans upcoming 
units (i.e., looks ahead) for specified feature values, all with the goal of 
achieving smooth transitions between segments. However, empirical data across 
various languages have shown that contradictorily specified adjoining segments 
may still be subject to coarticulation, and that unspecified segments may have 
some resistance to coarticulation and/or may behave differently in different 
contexts (Farnetani & Recasens, 2010). This indicates that phonological features 
and their specifications are too rough units and coarticulation needs to be 
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defined in much finer terms that should include articulatory, aerodynamic, 
acoustic and perceptual constraints. 

To account for the gradual changes in the process of coarticulation, Keating 
(1990) proposed the so-called window model of coarticulation, according to 
which spatial and temporal context-dependent variations are governed by 
phonetic rules of the grammar. A window is the point at which categorical 
phonological input is converted into non-binary phonetic description and its size 
for each feature is positively correlated with variation, and in turn, negatively 
with specificity, e.g., poorly specified features are associated with wide windows 
and are subject to a high degree of contextual variation, hence coarticulation. 
On the other hand, narrow windows correspond to greater coarticulatory 
resistance. Windows are connected by paths (interpolation curves) that reflect 
articulatory and/or acoustic variations over time. Window size and position 
taken together with the shape of the path (contour) determine coarticulation, 
governed by demands for smoothness and least articulatory effort. Languages 
differ in coarticulation due to differences in phonology or phonetics. Major 
arguments against the model are based on experimental findings that failed to 
corroborate (expected) direct interpolation in contexts of unspecified sounds and 
on claims that the model is too simplified and does not account for the complex 
nature of speech production (Farnetani & Recasens, 2010; Volenec, 2015; Horga 
& Liker, 2016, and references therein). 

The concept of articulatory gestures (not to be confused with articulatory 
movement or articulatory target) is associated with the task-dynamic model of 
speech production, in which phonetic gestures rather than phonological features 
or segments are inputs to the process of production (and by extension, 
coarticulation) (Fowler, 1980; Fowler & Saltzman, 1993; for discussion, see 
Farnetani & Recasens, 2010; Volenec, 2015; Horga & Liker, 2016). Articulatory 
gestures are defined as target/goal-oriented, serially ordered planned actions (of 
all articulators involved in the production of a particular sound), with intrinsic 
temporal structure, and context-independent. The speed at which this internal 
(re)organization takes place in cases of changed circumstances (e.g., obstruction, 
damage to articulators) indicates that it is not centrally controlled (Löfqvist 
(2010) proposes brainstem as the crucial point of integration of incoming 
somatosensory feedback and motor control, see below). In this context, 
coarticulation is seen as coproduction of articulatory gestures, i.e. overlap of 
neighboring ones. The extent of overlap depends on speech tempo and 
articulatory conditions and is, as a rule, controlled at the level of planning. When 
two articulatory gestures ‘compete’ for involvement of the same articulators, the 
result will depend on the strength of the two gestures: when their strengths are 
similar their influence will average out, otherwise the stronger one will suppress 
the effect of the weaker one. In other words, the stronger one can be character-
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rized as having greater coarticulatory resistance and, accordingly, greater 
coarticulatory effect. Cross-linguistic differences can be attributed to different 
gestural organization. 

One of the models relying on articulatory gestures is the so called time-locked 
model of anticipatory coarticulation, which posits that component gestures of a 
segment begin a fixed interval of time before the phonetic target is achieved. 
However, not all experimental data support this model and some lend preference 
to look-ahead models. Also, cross-linguistic comparisons reveal a great deal of 
variability among languages (for discussion, see Farnetani & Recasens, 2010). 

Recasens et al. (1997) proposed the Degree of articulatory constraint (DAC) 
model, according to which coarticulation is a process that continuously involves 
more than one speech unit. The model is based on Catalan data and focuses on 
lingual coarticulation (which is its major limitation). It postulates that the three 
elements of coarticulation: degree, temporal extent and direction are determined 
by the requirements imposed on the tongue in the process of speech production. 
Vowels and consonants are assigned values – the higher the value (degree of 
articulatory constraint) the more resistant the sound is to coarticulatory effects 
and the greater its coarticulatory pressure with respect to adjacent segments. 
Consonants requiring a high degree of articulatory precision (e.g., alveolar trill) 
have the highest DAC value, and those that do not require a great amount of 
tongue body activity (e.g., labials) have the lowest. Similarly, within vowels, the 
ones requiring the greatest amount of tongue dorsum displacement (e.g., front 
vowels) have the highest DAC value as opposed to those with an unspecified 
target (e.g., [ə]). The temporal extent is determined by the articulatory constraint 
in such a way that anticipatory effects start earlier when the preceding sound is 
relatively unconstrained (suggesting that it is not exclusively a result of 
planning). Carry-over effects are more variable and may take longer. Within the 
model, vowels and consonants tend to favor anticipatory or carry-over direction 
(e.g., dark /l/ favors anticipation, /ɲ/ favors carry-over component) (more on this 
in Farnetani & Recasens, 2010). Additionally, highly constrained consonants do 
not exhibit coarticulatory effects determined by their position within the syllable. 

Current theories and models fail to offer a comprehensive explanation of 
coarticulation (i.e., at all the levels it occurs), and to account for cross-linguistic 
differences. Moreover, they seem to base their assumptions on differently 
defined domain/origin, function and control of articulation (Farnetani & 
Recasens, 2010; Horga & Liker, 2016). 

5 Neuromotor control 

At the level of neuromotor planning and programs Gracco and Löfqvist (1994) 
suggest that speech movements are organized into aggregates consisting of 
several functionally related articulators. These aggregates correspond to 
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articulatory gestures. Each sound has its neuromotor representation based on the 
muscles that need to be activated for its production and their spatial and 
temporal coordination. These structures correspond to neurobiological equiva-
lents of the phoneme. Obviously, as summarized by Kent and Minifie (1977), in 
the process of turning phonemic representations into actual speech the mentally 
stored discrete and invariant units undergo modifications not only in their 
boundaries but in their acoustic and articulatory properties as well. Coarticula-
tion requires / relies on additional adaptive processes (central neural mecha-
nisms) associated with these representations which enable combinations into 
larger sequences, so that the underlying units are modified in actual production. 
This requires that neural control of the units be flexible enough to allow for 
contextual variations. At the speech perception end, this flexibility is manifested 
in the ability to process the message successfully in spite of the lack of 
invariance present in the speech signal, and the circle back to matching the 
‘ideal’ representations is complete. 

Cerebral areas involved in speech processes have been studied extensively for 
decades, but relatively recently have some areas other than the cortex been 
recognized as important in speech motor planning and execution, such as the left 
insula (Dronkers, 1996), cerebellum (Gordon, 1996; De Smet et al., 2007) and 
thalamus (for review, see Katz, 2000). Also, with the discovery in the 1990s and 
subsequent fruitful research of mirror neurons (Rizzolatti & Craighero, 2004) the 
cooperation of sensory and motor networks has received the attention it deserves 
because of its implications for understanding speech production and perception 
processes (among others) and language in general. 

Based on fMRI data of eight healthy volunteers, Riecker et al. (2005) suggest 
two levels of speech motor control associated with motor preparation (medial 
and dorsolateral premotor cortex, anterior insula and superior cerebellum) and 
execution processes (sensorimotor cortex, basal ganglia and inferior 
cerebellum). Brendel et al. (2010) on the basis of clinical data further elaborate 
on this speech motor control network and suggest organization into (at least) 
three functional neuroanatomical subsystems: one devoted to planning of 
movement sequences (premotor ventrolateral-frontal cortex and/or anterior 
insula), one being activated in the process of preparing for or initiation of 
upcoming verbal utterances (supplementary motor area), and the third being in 
charge of execution (corticobulbar system, basal ganglia, cerebellum). An 
interesting finding of their fMRI study was that the timing of activation of these 
different neural circuits was not fixed, but changed as the task progressed and 
one might assume that this flexibility is advantageous to accommodating and 
adjusting accordingly to feedback information coming from somatosensory 
networks. Such fluctuations in alternately activating various language-associated 
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areas (predominantly in the left hemisphere) were reported by Nakai et al. 
(2017) as well. 

Löfqvist (2010) describes neural motor control of speech as a distributed 
network consisting of neuronal circuits and centers at different levels. Within the 
network there is communication between the periphery and a central/executive 
unit that receives and processes incoming information about the current 
situation/context, and based on that selects not only the appropriate muscles to 
be activated but also determines/adjusts the level of their involvement and 
spatio-temporal organization/coordination. As in gross motor activity, the 
brainstem seems to be crucial for such integration involved in articulation as 
well. The rapid, functional compensations following perturbations to articulators 
are in agreement with such a distributed system. 

Sensorimotor integration is an important part of this process and the 
perceptual system has a crucial role in the self-monitoring of speech (Hickok et 
al., 2011; Bouchard & Chang, 2014). Consequently, speech production requires 
activation of internal representations of sensory speech targets in addition to 
motor speech representations. Error signals that are received in the process of 
speech may be dealt with in two ways: by modifying motor programs for 
immediate target attainment, or by modifying representations for future 
reference (Hickok et al., 2011). Bouchard & Chang (2014) found significant 
activity in the ventral sensorimotor cortex (vSMC) during production of CV 
syllables. This activity robustly predicted acoustic parameters across vowel 
categories and different renditions of the same vowel. They also found 
significant contextual effects on vSMC representations of produced phonemes, 
which they took as indication of active control of coarticulation. In terms of 
direction, they found that representations of vowels were biased toward the 
representations of the preceding consonant, and representations of consonants 
were biased toward subsequent vowels. 

Broca’s area (inferior frontal gyrus in the language-dominant, usually left, 
hemisphere) has of course been described as undisputed crucial area in speech 
production (and a number of other language-related functions). Consequences of 
damage to this area include impaired motor planning of speech articulation seen 
as unsuccessful attempts at reaching the target while producing polysyllabic 
words and maintenance of serial order of phonemes (Davis et al., 2008). Peeva 
et al. (2010) used fMRI to study representation of speech segments of varying 
complexity and found that the left medial premotor regions process phonemes 
(while syllables are processed in the left lateral premotor regions) and that these 
areas have projections to primary motor cortex along which representations are 
transformed into motor commands to the articulators, thus confirming the 
dominance of the left (pre)motor cortex in speech planning and initiation. 



38 Mildner, V. 

By recording the activity of the lateral superior temporal cortex, Leonard et al. 
(2015) examined auditory processing of sound sequences (words and nonwords) 
and reported data that support the interactive bottom-up and top-down processes, 
i.e. integration of physical stimulus characteristics (bottom-up) with their 
contextual sequential structure and subconscious phoneme sequence statistics 
and higher-order linguistic knowledge (top-down). Moreover, their subjects’ 
neural responses revealed dynamical encoding of language-level probability of 
preceding and upcoming sounds, clearly showing correspondence with phoneme 
onsets and transitions. This may help explain how even high degrees of 
coarticulation do not cause perceptual break-down and confirms the importance 
of superior temporal cortex in processing language stimuli and sensorimotor 
integration. 

6 Developmental aspects 

Speech planning and production are governed by developmental processes. 
While it is clear that this is reflected in coarticulation, exactly how it is 
manifested is less unambiguous. Some authors suggest that children’s linguistic 
units are larger and less specified than adults’ (hence, characterized by more 
variation and coarticulation) and that they become less coarticulated as 
refinement of speech production proceeds throughout maturation and mastering 
the language (e.g., Kent et al., 1996; Nittrouer et al., 1996). Nittrouer and 
Whalen (1989) report greater evidence of coarticulation in the fricative-vowel 
syllables of children than in those of adults. This increased coarticulation led to 
improved vowel recognition from the fricative noise alone, indicating that the 
coarticulated sound can be identified without correct identification of the most 
prominently specified one. 

On the other hand, some authors (e.g., Cheng et al., 2007; Zharkova et al., 
2012) report vowel contexts of greater coarticulatory influence on speech 
production in adults than in children (with children having greater within-
speaker variability in the degree of coarticulation) and attribute that to children’s 
immature speech, characterized by insufficient coordination and motor control, 
which is particularly apparent in children younger than nine years. 

Sereno et al. (1987) claim that both the acoustic and the perceptual data show 
strong anticipatory labial coarticulation for the adults and comparable, although 
less consistent, coarticulation in the speech stimuli of the children. Based on 
acoustic and video data, Katz et al. (1991) conclude that young children and adults 
produce similar labial and lingual (sV) anticipatory coarticulatory patterns, but also 
(based on perceptual data) that coarticulatory cues in the speech of their 3-year-olds 
are less perceptible than those of older children or adults. They attribute the latter 
finding to the possibility that, fricatives being (among) the most difficult sound 
categories to master, children as young as 3 years, have less precise articulation of 
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/s/. They also found that children show greater variability than adults, but not 
greater degree of intrasyllabic coarticulation. 

At least some of the differences among studies may be attributable to different 
environments studied and methods applied. A clearer picture of developmental 
aspects of coarticulation emerges if a distinction is made among coarticulation 
contexts: e.g., labial coarticulation seems to mature earlier than lingual (Katz & 
Bharadwaj, 2001; Goffman et al., 2008). However, there appears to be general 
agreement that (co)articulation is more variable in children than in adults and 
that stability increases with age (Cheng et al., 2007; Zharkova et al., 2011, 2012, 
2017). This can be explained by (at least) two factors: general cognitive 
maturation (which takes care of speech planning), and practice due to experience 
(which takes care of sensory-motor precision). However, Schötz et al. (2013) 
claim that age related changes in speech motor control may not be complete 
before the age 30. 

7 Clinical aspects 

Since coarticulation is a marker of fine motor control in speech production it is 
an important issue in studies of motor disorders that have consequences on 
speech output, primarily its intelligibility, e.g., apraxia of speech, dysarthria in 
Parkinson’s disease (PD). 

Less coarticulation in clinical populations may be a direct consequence of the 
disorder, but it may also be an indirect result of slower speech rates that are 
frequently found in such subjects. Additionally, many of these patients produce 
speech movements that are reduced in size or amplitude (Hardcastle & Tjaden, 
2011). One such example is smaller area of the vowel space (as determined by 
F1 & F2 values) but also a trade-off between correctness and time necessary to 
produce affricates found in hearing impaired speakers (e.g., Liker et al., 2007; 
Mildner & Liker, 2008). 

Tjaden (2000) compared speech rate effects on coarticulation in PD patients 
and healthy subjects and found that coarticulation tended to increase with faster 
rates and decrease with slower rates, but more systematically so in control 
speakers. Overall results suggest increased coarticulation in PD patients relative 
to control speakers. This effect was not entirely attributable to the more rapid 
speaking rates for speakers with PD. 

Dysarthria is characterized by impaired speech production manifested as 
impaired rate, intonation, articulation, volume, voice quality and nasality, as a 
consequence of damage to basal ganglia, thalamus, cerebellum or cerebral cortex 
(Chang et al., 2009). It typically accompanies various neurological impairments 
such as ALS, PD or traumatic brain injury, but it does not necessarily cause 
perceptually meaningful deficits in articulation and coordination. Some studies 
report normal coarticulatory patterns, some reveal subtle changes (increase or 
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decrease of context effects), and yet others suggest different patterns at different 
levels (e.g., normal supraglottal coordination but incoordination at the laryngeal-
supralaryngeal interface/level causing difficulties in stopping vocal fold vibra-
tion at the transition from a voiced to a voiceless sound) (for discussion, see 
Hardcastle & Tjaden, 2011). 

Deep brain stimulation (DBS) has been shown to improve articulation in 
dysarthric PD patients by inducing changes in fine motor control. Sauvageau et 
al. (2014) have examined the influence of bilateral subthalamic nucleus DBS on 
carry-over coarticulation in CV combinations. Even though the consonant 
context influenced vowel articulation, this coarticulatory phenomenon did not 
vary as a function of the DBS across their 8 PD patients. In a previous study 
Wang et al. (2006) found that the side of DBS had different effects on speech 
production – left-hemisphere stimulation altered articulation accuracy. With 
right-hemisphere stimulation it remained unchanged or improved. However, not 
all studies report speech improvement and there is great variability among 
studies and patients (Aldridge et al., 2016). 

Apraxia of speech (AOS) is manifested as impaired speech motor planning 
(especially for complex syllables) and has been associated with damage to the 
left anterior insula (Dronkers, 1996) and with damage to the posterior inferior 
frontal gyrus (Hills et al., 2004). However, it must be stressed that a strictly 
localizationist approach is not justified. AOS is often, but not always associated 
with Broca’s aphasia (Katz, 2000). 

In AOS, VOT values for voiced and voiceless stops tend to overlap (even 
when consonants are perceived as correct), and there is great variability in VOT 
for the same stop. These two features are taken as evidence of poor coordination 
of laryngeal-supralaryngeal events, and in turn this is interpreted as AOS 
affecting timing or coordination between articulators. This is corroborated by 
studies of anticipatory coarticulation (Katz, 2000; Hardcastle & Tjaden, 2011) 
revealing great variability in timing (especially in labial and lingual 
coarticulation). In addition to increased variability, some studies report delays in 
coarticulation: Patients with AOS begin vowel gesture in CV syllables later than 
controls. Ziegler and von Cramon (1986) attribute lack of coarticulatory 
cohesion in the speech of a patient suffering from verbal apraxia to a consistent 
delay in the initiation of anticipatory vowel gestures. 

Studies of coarticulation in AOS and cerebellar ataxia suggest that 
anticipatory coarticulation has a multifocal representation in the nervous system 
and perserveratory coarticulation is regulated, at least in part, by the cerebellum 
(Katz, 2000). 

In fluent types of aphasia, e.g., Wernicke’s, anticipatory coarticulation is 
preserved, as evidenced by perceptual-acoustic studies. However, not all 
inconsistencies in (co)articulation and coordination that are physically present 
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are perceptually noticeable as revealed by EPG data of an anomic aphasic 
(Hardcastle & Tjaden, 2011). For example, abnormal prevoicing and nasalize-
tion have been reported in Wernicke’s patients (Katz, 2000). 

Common speech characteristics of childhood/developmental apraxia of speech 
(DAS) are numerous and inconsistent consonant errors and context-related 
substitutions, groping and overall poor intelligibility. On the basis of locus 
equation calculations Sussman et al. (2000) concluded that reduced intelligibility 
of children with childhood apraxia of speech may be attributed to their inability 
to sufficiently distinguish among stop place categories due to poor refinement of 
coarticulation levels. Studies of DAS have also revealed inconclusive results 
with respect to coarticulation – some report earlier and stronger anticipatory 
vowel effects, some just the opposite. Usually children with DAS exhibit more 
inter- and intra-subject variable patterns than children with typical speech 
acquisition, and their speech suggests deficits in motor planning as well as in 
syllabic programming. Apparently, the breakdown occurs during the 
transformation of phonological representation into articulatory (motor) program; 
however it seems to involve not just execution but also the acquisition and 
automatization of a speech production plan (Maasen et al., 2001). This is also 
supported by the study of Grigos and Case (2017) where the effect of practice 
was found in both typically developing children and children with DAS, but 
while the former improved overall speech production accuracy, positive effects 
in the latter group were found only for the practiced items. 

Evidence indicates that developmental stuttering is associated with 
dysfunctional sensorimotor integration. Bihemispheric activation competing for 
control of the speech production mechanisms and atypical right-hemisphere 
dominance have been suggested as well (Hickok et al., 2011). More specifically, 
stuttering may be caused by difficulties in transitioning between sounds 
(Hardcastle & Tjaden, 2011), which obviously would affect coarticulation. 

Studies of coarticulation in persons who stutter are inconclusive. Frisch et al. 
(2016) found (examining velar-vowel coarticulatory patterns) that people who 
stutter do not differ significantly in anticipatory coarticulation patterns from 
fluent speakers but that their speech stability is lower and overall variability 
greater, which places them at the “less skilled” end of the typical speech 
production range in terms of motor skill, but implies that their motor program-
ming ability is intact. Similar conclusions were reached by Smith et al. (2010) in 
a study of lip aperture. They conclude that results of research into anticipatory 
coarticulation may have implications for intervention planning: significant 
differences in coarticulation patterns between fluent and stuttering output reveal 
higher (cognitive/linguistic) level of impairment, requiring phonologically 
founded treatment targeting phonological representations, whereas lack of such 
differences is more congruent with sensory-motor impairment that would benefit 
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from articulatory training, which is in line with the notion that speech motor 
learning is comparable to motor learning in general (Maasen et al., 2004; 
Donnarumma, 2017). 

Acoustic analyses (expressed in terms of locus equation) in many studies of 
speech production in persons who stutter report atypical (steeper or shallower) or 
absent F2 transitions, but at least some studies suggest normal F2 transitions in 
(perceptually) fluent tokens. Comparison of locus equation slopes and y-intercepts 
of perceptually fluent tokens of speech of children who stutter with non-stuttering 
controls revealed no significant differences, but F2 transition rate was different 
between the two groups (for discussion, see Hardcastle & Tjaden, 2011). 

According to Löfqvist (2010, p. 355) “If an articulatory pattern is to be 
maintained and transmitted across generations of speakers, the pattern would 
have to either be recoverable by auditory or audiovisual means, or follow from 
general principles of biomechanics and motor control.” For articulators that are 
not visible to the naked eye (e.g., the velum or the larynx) auditory control is 
necessary not only for hearing and comprehension but also for learning speech 
production patterns. In postlingually hearing-impaired individuals speech 
production patterns/programs are maintained due to the kinesthetic and 
proprioceptive ‘imprints’ (a sort of an internal model) and somatosensory 
feedback. The quality and duration of these imprints depend on a number of 
factors, e.g., the time (childhood or adulthood) and dynamics of onset (gradually 
or suddenly), shape of residual hearing (favoring low or high frequency range), 
etc.; but in congenitally or prelingually hearing impaired individuals there is a 
high correlation between the degree of hearing loss and severity of speech 
production impairment. Smaller context effects are typically found in these 
subjects in comparison with normally hearing or postlingually deafened ones, 
which is manifested as reduced coarticulation, both anticipatory and carry-over 
(see Hardcastle & Tjaden, 2011, for a review). 

8 Conclusions 

The aim of this paper was to present some of the commonly addressed facets of 
coarticulation and to expose its aspects that have not received the attention they 
deserve. The issue of universality (biomechanics) vs. language specificity is 
regularly discussed in relation to carry-over and anticipatory coarticulation, 
respectively, although there is evidence that correlations are not exclusive. The 
fact that the range and direction of coarticulation are affected by a number of 
constraints introduces a high amount of variability in results, which makes 
comparisons across studies very difficult. Equally problematic for the search for 
coarticulation patterns are the levels at which coarticulation can be expected 
(labial, lingual, velar and laryngeal) and correlations among them. Related to 
that, models and theories that have been proposed over the years (e.g., target 
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undershoot, articulatory syllable, look-ahead, window, coproduction, DAC) have 
typically focused on only selected levels and based their assumptions on 
differently defined aspects of coarticulation. With the advancement of 
technology in the past 25 years, research into neural control of speech perception 
and production has progressed from speculation to actual recordings of intact 
central neural mechanisms at work, but reliable paradigms for studying 
neurophysiological bases of coarticulation have yet to be designed. Sensitive 
populations, such as children and individuals with various disorders (e.g., 
dysarthria, apraxia of speech, stuttering or hearing impairment) have so far 
provided inconclusive data on the nature of coarticulatory processes, apart from 
the general finding of greater variability than is found in the typical adult 
participants. Also, more research is necessary that would tie together perceptual 
and production results. 

The issue of coarticulation is, obviously, far from being comprehensively 
described or defined. Approaching it from various directions: theoretical, 
developmental and clinical, taking into consideration its production and 
perception aspects, analyzing articulatory and acoustic data, using all available 
tools and methods (e.g., EPG, ultrasound, EMA, fMRI, locus equation, acoustic 
analysis), and sharing cross-linguistic data, may eventually offer converging 
evidence about its scope, function and control. 
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Abstract 
We examined utterance-initial irregular phonation as a function of vowel 
quality (vowel height and backness), and speech rate in Hungarian. In the 
analysis we distinguished two types of irregular phonation: glottalization 
and glottal stop. In Experiment 1, all nine Hungarian vowel qualities were 
analysed in pseudo words, with respect to the extent they facilitate the 
occurrence of irregular phonation as a function of their (i) vowel height 
(three levels: close, mid, open), (ii) backness using two levels in the first 
run (front vs. back) and three levels in the second run (front vs. central vs. 
back), and (iii) speech rate. In Experiment 2, four vowel qualities were 
analysed in real Hungarian words with respect to all the above factors (but 
in this analysis, only two categories were distinguished in the backness 
dimension). With respect to vowel height, we found that open vowels 
elicited more irregular phonation than mid and close vowels in both 
experiments. With respect to backness, in the twofold comparison (front 
vs. back) we found no effect in either of the experiments, while in the 
threefold comparison (front vs. central vs. back) we found that back 
vowels showed a higher ratio of irregular phonation than central and front 
ones in Experiment 1. The frequency of occurrence of irregular phonation 
was higher in fast than in slow speech in Experiment 1, and it was lower in 
Experiment 2 (in the latter, the confounding effect of the hiatus position 
was eliminated which was probably present in Experiment 1). The relative 
frequency of glottalization did not show an increase as a function of 
increased speech rate as claimed by earlier studies. 

Keywords: irregular phonation, glottal stop, glottalization, vowel quality, 
speech rate 
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1 Introduction 

In the present study we analyse irregular phonation in utterance-initial vowels, 
and we address the questions if and how the quality of the vowel and the speech 
rate affect its frequency of occurrence. For some aspects of these questions 
evidence has already been gathered in several languages, but a systematic 
analysis of the factors of vowel quality and the speech rate (and their interaction) 
has not been carried out so far. Moreover, in most cases the effect of speech rate 
was evaluated in a not very strictly controlled experimental design, which also 
raises questions with respect to the generality of conclusions drawn from these 
previous results. Our main questions are if vowels may elicit the occurrence of 
irregular phonation to a different extent as a function of their quality (with 
special attention paid to their height and backness features), and if speech rate 
affects the frequency of occurrence of irregular phonation if it is analysed in 
laboratory speech where the increase of speech rate is elicited in a well-
controlled fashion. In addition to the frequency of occurrence of vowels realized 
with irregular phonation, patterns of frequency of occurrence of glottalization 
and glottal stops in terms of vowel quality and speech rate were also analysed to 
reveal the interrelations of speech rate and the type of irregular phonation the 
vowels are realized with. 

1.1 Irregular phonation 

Modal voice is defined in the literature as quasi-periodic vibration of the glottal 
folds (e.g., Gósy, 2004), and is considered to be the most common type of 
phonation. However, in some cases, voice production may depart from this 
typical pattern, and phonation may become irregular. Irregular phonation is used 
as an umbrella term in the literature, covering several types of irregularity in 
vocal fold vibration. Besides irregular phonation, other terms like laryngealiza-
tion, glottalization, creaky voice, etc. are also used, and in several cases they 
refer to only more or less similar realizations of irregularity in the voice source. 
Based on their formal characteristics, some authors use more accurate definitions 
for the subtypes of irregular phonation, (e.g., Batliner et al., 1993; Dilley et al., 
1996), while in several studies the concept of irregularity is introduced in a more 
intuitive manner. Considering the terminological variability, it is crucial that we 
clarify our use of terms in the present work. We refer to irregularity in the voice 
source in general using the term irregular phonation. In the present study, we 
investigate two easily distinguishable types of irregular phonation. For one of 
these phenomena we apply the term glottalization (covering several possible 
subtypes) to refer to cases where irregularity can be observed as consecutive 
periods in voicing differing evidently in terms of duration, amplitude, or both. 
The second phenomenon is a single glottal gesture which we refer to as glottal 
stop (Figure 1). 
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Figure 1. 

Examples of glottalization (left) and glottal stop (right) 

Irregular phonation serves prosodic functions in a number of typologically 
unrelated languages, e.g., American English (Dilley et al., 1996), Czech, Spanish 
(Bissiri et al., 2011), German, Polish (Kohler, 2001; Malisz et al., 2013), 
Hungarian (Markó, 2013) and others. The occurrence of irregularity in the voice 
source may be influenced by several factors (see some of these below), and it 
shows high inter- and intraspeaker variability (e.g., Dilley et al., 1996; Redi & 
Shattuck-Hufnagel, 2001). It was also shown that the less speakers glottalize, the 
more probable it is that they do so in a phrase-, word- or vowel-to-vowel 
boundary (hiatus) position (Markó, 2013). 

A number of studies have found irregular phonation to predominate among 
male speakers in several speech communities (e.g., Stuart-Smith (1999) in 
Glasgow; Esling (1978) in Edinburgh; Henton and Bladon (1988) for speakers of 
RP and ‘Modified Northern’ English). Nevertheless, despite strong associations 
between irregular phonation and the male gender, the opposite tendency is also 
documented in the literature. For example, irregular phonation was found to be 
prevalent in college-aged women in Virginia (Lefkowitz, 2007, cited by 
Podesva, 2013), and young Californian women also use it significantly more 
often than their male counterparts (Yuasa, 2010). Podesva (2013) found similar 
tendencies independently of age and race in the Washington, DC, Metropolitan 
Area. In Hungarian, irregular phonation was found to be more frequent in young 
and middle-aged females’ speech than in male speakers of the same age groups 
(see Markó, 2013). 

Kohler (2001, pp. 282–285) defined four types of irregular phonation (which 
he generally labelled as glottalization covering “the glottal stop and any devia-
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tion from canonical modal voice”) as follows. (1) Vowel-related glottalization 
phenomena which signal the boundaries of words or morphemes. (2) Plosive-
related glottalization phenomena which occur as reinforcement or even 
replacement of plosives. (3) Syllable-related glottalization phenomena which 
characterize syllable types along a scale from a glottal stop to glottalization (e.g., 
Danish stød). (4) Utterance-related glottalization phenomena which comprise 
(i) phrase-final relaxation of phonation, and (ii) truncation glottalization, i.e., 
utterance-internal tensing of phonation at utterance breaks. 

Initial irregular phonation in vowels (a specific case of type (1) above) was 
analyzed in several studies. Malisz et al. (2013) examined the conditioning effect 
of speech style (speech vs. dialogue), presence of prominence, phrasal position 
(initial vs. medial), speech rate, word type, preceding segment, and following 
vowel height on the frequency of occurrence of word-initial (and vowel-related) 
glottalization in Polish and German. They concluded – among other points – that 
vowels bearing prominence were more frequently marked glottally (in both 
languages); faster rates reduced glottal marking in general, but especially the 
number of glottal stops; and that faster rates increased the relative frequency of 
the occurrence of glottalization. They also found that low vowels were more 
frequently glottalized in both languages than non-low vowels; however, it must 
also be noted that the factors of speech rate and vowel quality were not 
systematically varied in this study. 

Lancia and Grawunder (2014) used pseudo-words to facilitate initial irregular 
phonation in vowels, and to analyze the conditioning factors of vowel height 
(high vs. low: /i/ vs. /a/), the presence of stress, and the place of articulation of 
the preceding consonants. They concluded that retracted tongue (i.e., low/back 
tongue position) favors the production of irregular phonation (particularly 
strongly in unstressed syllables). 

In Hungarian a systematic analysis of the effect of speech rate and vowel 
quality in initial irregular phonation in vowels has not been carried out so far; in 
addition, to the authors’ knowledge, a study considering the interaction of these 
factors, or the separate analysis of the effect of such vowel features as vowel 
height and backness is also nonexistent for any other languages either. 
Moreover, in earlier studies investigating vowel-related voice source irregularity 
in Hungarian (e.g., Markó, 2013), glottalization and glottal stops were not 
treated as separate categories; as a result, no data is available on the relative 
frequency of these two types either. 

1.2 Speech rate 

There are a number of measures that are used to parameterize speech rate in 
timing studies from average syllable duration (ASD) to words/minute (see an 
overview in Fletcher, 2010). If we want to compare tempo characteristics of 
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segmentally identical sentences, it is also a possibility to simply compare total 
sentence durations (see e.g., Smith, 2010). 

Global and local speech rate measures can be differentiated; however, the use 
of these terms is rather confusing in the literature. In the present study we refer 
to speech rate as a global characteristics of the utterance, where micro-temporal 
variation (like, e.g., phrase-final lengthening) is not considered in more detail. 

1.3 The Hungarian vowel inventory 

The Hungarian vowel inventory includes 14 vowels (see Figure 2), which are 
paired in the dimension of quantity resulting in 7 short-long phonological pairs. 
However, the members of two short-long pairs (/ɛ/ and /eː/; /ɒ/ and /aː/) differ in 
their phonetic characteristics as well; therefore, from a phonetic point of view, 9 
vowel qualities can be differentiated in Hungarian. 

 
Figure 2. 

The Hungarian vowel inventory (after Szende, 1994: 92)1 

According to the traditional view in Hungarian phonetics (see, e.g., the 
textbooks of Kassai, 1998; Gósy, 2004), vowels are differentiated on the vowel 
height dimension as follows: /i y u/ are considered as close vowels, /eː ø o/ are 
categorized as close-mid, /ɛ/ is considered as open-mid, and /a�/ is considered as 
an open vowel. The short phonological counterpart of /aː/ in this view is 
considered to be the open-mid /ɔ/, while others (e.g., Mády, 2008) define the 
vowel at hand as an open /ɒ/. (Note that in the present paper, we adhere to the 
latter notation and analysis.) 

                                                      
1SVG version of IPA vowel chart for Hungarian, showing the “short a” as a rounded 
vowel in contrast to Szende (1994).  
https://commons.wikimedia.org/wiki/File:Hungarian_vowel_chart_with_rounded_short_
a.svg 
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According to the traditional view again, with respect to backness, /i y eː ø ɛ/ 
are considered as front vowels, while /u o ɒ aː/ are characterized as back vowels. 
It should also be noted, however, that the status of the vowel /aː/ is ambiguous: 
while it is uniformly transcribed with the IPA symbol of a front vowel, it is 
generally classified as a back vowel (based on its morpho-phonological 
behavior, namely its participation in the Hungarian vowel harmony) both by the 
phonological (e.g., Siptár & Törkenczy, 2007) and the phonetic literature. 

Although the characteristics of the vowel system on the height dimension are 
more or less generally agreed on, with respect to the backness distinction there is 
another competing view on the vowel system which was introduced by Bolla 
(1995). On the basis of the articulatory (X-ray) analysis of Hungarian vowels, 
Bolla (1995) claimed that /i eː ɛ/ are front vowels, /y ø aː/ are central vowels, 
while /u o ɒ/ are back vowels. 

Since the present study focuses on the question if vowels may elicit the 
occurrence of irregular phonation to a different extent as a function of their 
quality with special attention paid to their backness and vowel height features, 
we will introduce both the twofold and the threefold analysis of the backness 
feature in the analysis of our data, where applicable, to get a deeper insight into 
the question at hand (see Experiment 1, and sections 2.2.2 and 2.2.3). 
Additionally, through the application of the threefold opposition, we also hope to 
resolve the bias inherent in the twofold analysis due to the ambiguous status of 
/aː/ (namely, that it is a central vowel but categorized as a back vowel due to its 
phonological behaviour). 

1.4 Aims and hypotheses 

In the present study we investigated the effect of vowel height and backness and 
speech rate in two experiments, using phonetically balanced speech materials, 
which were also carefully controlled with respect to speech rate. In the analysis, 
two types of irregular phonation were taken into account: glottalization and 
glottal stop. In Experiment 1 we recorded pseudo-words in order to analyse all 
of the 9 different vowel qualities of Hungarian (irrespective of quantity, i.e., /i y 
u eː ø o ɛ ɒ aː/, see Figure 2) in the same context. In Experiment 2, we used the 
same design with real words, and analysed 4 vowel qualities /i o ɛ ɒ/. 

Based on previous results for other languages, we addressed the following 
questions. Is irregular phonation more frequent in word-initial vowels in 
Hungarian if (i) the speech rate is slow (as opposed to fast); (ii) the vowel is 
back (as opposed to front); (iii) the vowel is open (as opposed to close or close-
mid)? (iv) Do glottal stops occur less frequently in fast speech, while the relative 
amount of glottalization increases? 

We hypothesized that the frequency of occurrence of irregular phonation in 
general is higher in slow speech than in fast speech. Furthermore, we assumed 
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that back vowels elicit irregular phonation in a higher ratio than front ones both 
in slow and fast speech, and that open vowels favour irregular phonation more 
than non-open (close or close-mid) ones due to tongue retraction associated with 
the back and open articulatory positions. Finally, we also assumed that faster 
speech rate reduces the number of glottal stops, but increases the relative 
frequency of glottalization. 

2 Experiment 1 

2.1 Material and method 

2.1.1 Material 

The test material consisted of trisyllabic pseudo-words which fit into the 
phonotactic patterns of the Hungarian language. Each of the different Hungarian 
vowel qualities (/i y u eː ø o ɛ ɒ aː/, see Figure 2) appeared as the first syllable 
of the construction Vtina, where both word-stress (given that word stress is fixed 
on the first syllable in Hungarian) and pitch accent were expected in all cases. 
These nonsense target words were embedded in the following phrase: A szó: 
[target word] ‘The word is: [target word]’. 
2.1.2 Experimental design 

The stimuli were presented to the speakers on a computer screen. Each trial 
consisted of two display screens: first the introductory part (A szó:) was shown 
to the participant, then the target word was displayed (see Figure 3). The 
participants’ task was to read aloud the target word, but not the introductory part. 

 
Figure 3. 

Two consecutive trials with the four corresponding display screens timed 1500 ms each 
(resulting in 3000 ms for one trial) 

In order to elicit speech rate differences between the conditions, the timing of 
the display screens was manipulated. In the “slow” speech condition, each 
display screen appeared for 1500 ms resulting in 3000 ms for one trial in total 
(including the introductory part and the target word). In the “fast” speech 
condition the timer was set to 300 ms, resulting in 600 ms for one trial in total. 
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(During the recordings several other timer settings were also applied, and the 
setting to serve as the “fast” condition was selected posterior to the recordings 
on the basis of the speakers’ ability to produce the items properly, i.e., separately 
and without errors.) As the timing of the introductory part reflected also the 
timing of the target word, it enabled the speakers to prepare for the production of 
the latter. 

The trials were ordered into blocks: within each block all nine different target 
words occurred in a randomized order once, and these blocks were repeated 5 
times consecutively for each (“slow” and “fast”) condition. First the “slow” 
condition, then the “fast” condition was recorded in the case of every participant. 
9 vowel qualities/target words × 5 repetitions × 2 speech rate conditions, i.e., 90 
vowels per speaker were recorded. The recordings were made in a sound-treated 
booth, using a tie-clip omnidirectional condenser microphone and an external 
soundcard. 
2.1.3 Participants 

As previous results revealed that Hungarian female speakers tend to produce 
irregular phonation more frequently than male speakers (see e.g., Markó, 2013); 
in the present study only female speakers were included. All 14 of them were 
university students, and native speakers of Hungarian, who reported no hearing 
or speech deficits. In order to ensure that the “slow” and the “fast” conditions 
differentiate properly (i.e., they may be differentiated by a conceptually sound 
value), a threshold for the speech rate difference was introduced (see below, in 
2.1.5). 

This threshold was not exceeded by the data in the case of 4 participants, thus 
finally in the main analysis 10 speakers’ material was involved. The speakers’ 
age ranged between 23 and 28 years, with a mean of 25 years. 
2.1.4 Annotation 

The target word, the word-initial vowel, and the irregular phonation at the 
beginning of the word-initial vowel were labelled manually in Praat (Boersma & 
Weenink, 2016). 

The vowel qualities were identified automatically (on the basis of the stimulus 
order), and then checked by the annotators (two of the authors of the present 
paper) auditorily. In the case of mispronunciation or any other errors involving 
the production of the vowel of interest, the vowel was excluded from the 
material. Vowel boundaries were defined on the basis of the F2 trajectory. 

The labeling of the irregular phonation was performed in accordance with the 
methodology proposed by previous studies (e.g., Dilley et al., 1996; Bőhm & 
Ujváry, 2008) in which visual (waveform and spectrogram) and auditive 
information was combined. A given vowel was labelled as irregularly phonated 
if (i) its first consecutive periods differed evidently in terms of duration, 
amplitude, or both (these cases were marked as glottalization, Figure 1, left), or 
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if (ii) one (or more) glottal stop(s) was/were observed at the beginning of the 
vowel (these cases were marked as glottal stop, Figure 1, right). 

We analysed the ratio of vowels produced with irregular phonation with 
respect to vowel quality, vowel height and backness, and speech rate. We also 
determined the ratio of glottalized vowel occurrences to the total number of 
vowels realized with irregular phonation, and compared that to the ratio of 
vowels realized with glottal stops in the two speech rate conditions. 
2.1.5 Control of speech rate 

Given that one of the aims of the present study was to compare “slow” and 
“fast” speech with respect to the frequency of occurrence of initial irregular 
phonation in vowels, it was inevitable to properly control for the difference of 
speech rate between these two conditions. To achieve this goal, first we 
manipulated the timing of the display screens (see above); however, according to 
the authors’ perceptual judgement, this did not necessarily lead to considerable 
differences between the speech rates of the two analysed conditions speakerwise. 
Therefore, we decided to set a perceptually motivated threshold for the speech 
rate differences. 

In the case of Hungarian, the just noticeable difference (JND) for speech 
tempo has not been studied so far; however, there are JND data for other 
languages which may be taken as a reasonable reference for Hungarian as well. 
For instance, for Dutch speech fragments Quené (2007) found 5% JND for 
artificially increased/decreased speech rate differences, while he also noted that 
this value may be an overestimation and that in the case of everyday communi-
cative situations, the JND is probably lower. 

As in our case the number of the phonemes per item was constant, to calculate 
speech rate differences, not the speech sound per duration values, but only the 
word durations were measured and compared in the two speech rate conditions. 
The five repetitions of each word were analysed and averaged for this 
comparison. The mean durations (± one SD) in “slow” and “fast” conditions for 
those 10 speakers who differentiated their speech rates by more than 5% on 
average can be seen in Figure 4. The duration difference between the two condi-
tions ranged between 5% and 20% speakerwise, and the mean of the differences 
was 11±5.3%. The average item duration was 535±54 ms in the “slow” condi-
tion, and 483±52 ms in the “fast” condition (for all of the 10 speakers pooled). 
2.1.6 Statistical analyses 

Three 2-way repeated measures ANOVAs were performed with the factors 
(i) vowel quality and speech rate, (ii) vowel height, backness, and speech rate, 
and (iii) vowel height, backness, and speech rate, but in the latter case the feature 
backness was redefined to contain three levels instead of two, on the basis of the 
analysis of Bolla (1995) (see 1.2 and 2.2.3 for further details). The confidence 
level was set to 95% in each case. 
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Figure 4. 

The duration of items as a function of speech rate condition, speakerwise 
(mean ± SD) 

2.2 Results 

2.2.1 Vowel-initial irregular phonation as a function of vowel quality and 

speech rate 

The ratio of vowels produced with irregular phonation (pooled over speakers) as 
a function of vowel quality and speech rate is presented in Figure 5. 

In the “slow” condition the ratio of initial irregular phonation in vowels was 
74.0±16.9% on average, while in the “fast” condition 79.5±7.2%. A repeated 
measures factorial ANOVA showed significant interaction of the vowel quality 
and the speech rate factors F(8, 72) = 2.84, p = 0.008, revealing that increased 
speech rate affects the frequency of occurrence of irregular phonation in the 
vowels differently. These differences will be further explored in the analysis by 
vowel features below. 
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Figure 5. 

The ratio of vowels produced with any kind of irregular phonation 
as a function of vowel quality and speech rate 

2.2.2 Initial irregular phonation as a function of vowel height, backness (two 

levels), and speech rate 

In the present analysis, on the vowel height dimension /i y u/ were considered as 
close vowels, /eː ø o/ were considered as mid vowels, and /ɛ ɒ aː/ were 
considered as open vowels. Note that this is a simplification of the traditional 
view of Hungarian phonetics (see 1.2), but we argue that it is highly tenable on 
the basis of the figure of Szende (1994), which represents the Hungarian vowel 
inventory (see Figure 2). Additionally, this simplification also balances the 
conditions numerically on a scientifically sound basis, which thus corrects the 
bias introduced by the imbalance of the four-level analysis. 

In the first model, again on the basis of the traditional phonetic and 
phonological classification of Hungarian vowels, we considered /i y eː ø ɛ/ as 
front vowels, while /u o ɒ aː/ were characterized as back vowels (see e.g., Gósy, 
2004; Siptár & Törkenczy, 2007). 

The ratio of vowels produced with irregular phonation as a function of vowel 
height and speech rate is shown in Figure 6, while the ratio of vowels produced 
with irregular phonation as a function of backness (consisting of the two levels, 
back and front) and speech rate is shown in Figure 7. 

With respect to the frequency of occurrence of initial irregular phonation in 
vowels, significant interaction effect of vowel height and speech rate was found 
(F(2, 18) = 5.20, p < 0.05), reflecting that speech rate affected vowels differently 
according to their height. The pairwise comparisons revealed that in the “slow” 
speech condition, the mid and the close vowels (p = 0.002), and the open and the 
close vowels (p < 0.001) differed significantly, while in the “fast” speech 
condition, the open and the close vowels (p = 0.02) were differentiated with 
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respect to the frequency of irregular phonation. However, we found no effect of 
backness (Figure 7). 

 
Figure 6. 

The ratio of vowels produced with any kind of irregular phonation 
as a function of vowel height and speech rate (mean + 95% CI) 

 
Figure 7. 

The ratio of vowels produced with any kind of irregular phonation 
as a function of backness (two levels) and speech rate (mean + 95% CI) 



Vowel-related word initial irregular phonation in Hungarian 61 

2.2.3 Initial irregular phonation as a function of vowel height, backness 

(three levels) and speech rate 

As mentioned above, another possible analysis of the backness feature in 
Hungarian vowels is to treat them in a threefold contrast, and differentiate back 
/u o ɒ/, central /y ø aː/, and front /i eː ɛ/ vowels (see Bolla, 1995, p. 211). Since 
in the present paper we do not intend to decide in favor of either of the possible 
analyses, but we acknowledge the more fine-grained nature of the latter one, we 
opted for testing this categorization as well, and see if this may reveal any trends 
that remained hidden in the model using the more traditional approach. 

The ratio of vowels produced with irregular phonation as a function of 
backness (with three levels) and speech rate is shown in Figure 8. According to 
an ANOVA, the factors vowel height, backness, and speech rate display two 
interaction effects on the ratio of vowels realized with irregular phonation: 
speech rate interacts with vowel height (F(2, 18) = 3.97, p < 0.05), and speech 
rate interacts with backness (F(2, 18) = 6.04, p < 0.01), as well. Obviously, the 
interaction of speech rate with vowel height is the same effect we found while 
fitting the previous model. The interaction of speech rate and backness is, 
however, a new finding that emerged from the recategorization of the data. 
According to the pairwise comparisons, this interaction is due to the fact that 
there is a significant difference between the “slow” and “fast” conditions in the 
case of back vowels (p < 0.05), but we do not see this differentiation of the two 
tempo conditions in the central or in the front vowels. What is more, as opposed 
to the trend seen in back and central vowels, in the case of front vowels, the 
“slow” condition seems to have elicited more vowels with irregular phonation. 

 
Figure 8. 

The ratio of vowels produced with any kind of irregular phonation 
as a function of backness (three levels) and speech rate (mean + 95% CI) 
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2.2.4 Ratio of glottalization and glottal stops as a function of vowel quality 

and speech rate 

Relative to the number of all irregular occurrences both in the “slow” and the “fast” 
conditions, the ratio of glottalization (55.9±9.2% and 66.3±9.2% of all irregular 
occurrences, respectively) exceeded the ratio of glottal stops (44.1±9.2% and 
33.7±9.2% of all irregular occurrences, respectively) in general. The only excep-
tion we found was the vowel /u/, in which the ratio of glottal stops (66.7%) was well 
above the ratio of glottalization (33.3%) in the “slow” condition. 

The ratio of glottalization in the “fast” condition exceeded that of the “slow” 
condition in all vowels but /y/. The ratio of glottalization and glottal stops were 
close to equal in the case of /y/ in both the “slow” (53.6 vs. 46.%) and the “fast” 
(52.5 vs. 47.5%) condition. The ratio of occurrences of glottal stops and glottali-
zation as a function of vowel quality and speech rate are presented in Figure 9. 

 
Figure 9. 

The ratio of the two types of irregular phonation (relative to all irregular occurrences) 
as a function of vowel quality and speech rate 

In the case of the close vowels, the ratio of glottalization was 51.1% in the 
“slow” condition and 56.9% in the “fast” condition, relative to the number of all 
irregular occurrences. This means that in the close vowels the ratio of glottali-
zation and glottal stops were close to equal. The mid vowels showed the highest 
ratios of glottalization: 60.8% and 72.3% (in the “slow” and the “fast” 
conditions, respectively); while in the open vowels, 58.3% and 69.8% (in the 
“slow” and the “fast” conditions, respectively) of glottalization was measured. 

With respect to the backness of the vowels, in the twofold comparison, the 
front vowels showed 60.4% of glottalization in the “slow” condition, and 68.7% 
in the “fast” condition, while in the back vowels these ratios were 52.9% and 
64.1% in the “slow” and the “fast” conditions, respectively. In the threefold 
comparison, the front vowels showed glottalization in 62.4% in the “slow” 
condition, and in 72.3% in the “fast” condition of all cases labelled as realized 
with irregular phonation, the central vowels showed glottalization in 57.9% and 
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in 63.6% in the “slow” and in the “fast” conditions, respectively, and the back 
vowels showed glottalization in 50.0% in the “slow” and 64.2% in the “fast” 
condition. To summarize, the ratio of glottalization in the “fast” condition 
exceeded that of the “slow” condition in all vowel groups. 

2.3 Discussion 

The analysis of pseudo-words in two different speech rate conditions resulted in 
an unexpected difference between “slow” and “fast” speech, namely that 
speakers produced a higher frequency of occurrences of initial irregular 
phonation in vowels in “fast” speech than in “slow” speech. The statistical 
analysis showed a significant interaction effect of vowel quality and speech rate, 
and a further test showed an interaction effect of vowel height and speech rate 
on the frequency of occurrence of irregular phonation, revealing that vowels 
were affected differently by increased speech rate according to their height 
feature: close vowels were more susceptible to irregular phonation than mid or 
open vowels. When we analyzed the vowels in a finer three-fold backness 
contrast, the data also showed a significant backness × speech rate interaction, 
revealing that the effect of speech rate increased the frequency of occurrence of 
irregular phonation in back vowels the most, while central and front vowels did 
not show a clear and consistent effect. 

The ratio of glottal stops (relative to the number of all irregular occurrences) 
was the highest in the case of close vowels, which can be interpreted as follows: 
the less probably irregular phonation occurs, the more likely it appears as a 
glottal stop. 

The above mentioned unexpected results raise the question if the experimental 
design and the material analysed were adequate for the study. The JND-based 
method and the JND value (borrowed from results for Dutch, see Quené, 2007) 
we used to objectively define and distinguish (minimally two) speech rate 
conditions appeared to be suitable and appropriate for our purposes, that is, to 
reasonably designate groups of speech tempi which may be regarded as different 
groups (based on their objectively measured speech rate values). However, the 
criterion for the inclusion of speakers in the analysis may have led to some 
undesired artefacts in the results. As we defined the threshold of tempo 
differences on the basis of the averaged values of one speaker, we may have 
included several tokens of the target items in the analysis which were actually 
not distinguished by the previously defined threshold. Therefore, we may also 
have introduced some noise in the data. 

As far as the target word is considered in which the target vowels were 
embedded, other types of complications arose. Since the Vtina construction 
starts and ends with a vowel, in its consecutive production, a hiatus position 
occurs. The hiatus position, however, is not irrelevant to the production of 
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irregular phonation, as it may elicit a higher frequency of occurrence of it (by 
which the speakers try to avoid this disallowed phonotactic phenomenon; see, 
e.g., Markó, 2013). Moreover, we also suspect that this effect is not even 
constant across the conditions, as in slower speech the speakers are more likely 
to insert longer pauses between the consecutive target words, thus the effect of 
the hiatus may be greater in fast speech. On this basis, we replicated the 
experiment with several modifications. First, in Experiment 2 we used real 
Hungarian words instead of nonsense words. And secondly, these target words 
were selected to be adequate to retest the effect of the backness and height 
features of the vowels, while they were also sufficient to avoid the risks of the 
confounding effect of hiatus, since they ended with a consonant. 

3 Experiment 2 

3.1 Material and method 

3.1.1 Material and experimental design 

In Experiment 2, the test material consisted of disyllabic Hungarian pronominal 
adverbs: innen /inːɛn/ ‘from here’; onnan /onːɒn/ ‘from there’; ennek /ɛnːɛk/ ‘for 
this’; annak /ɒnːɒk/ ‘for that’. These adverbs start with four different vowel 
qualities which vary both in the vowel height (close /i/ vs. mid /o/ vs. open /ɛ ɒ/) 
and the backness (back /o ɒ/ vs. front /i ɛ/) features (while backness also co-
varies with lip spreading) (see Figure 2). (It is important to note here that in 
Experiment 2, by the introduction of /ɛ/ as an open vowel we used a “simplified” 
feature set along the vowel height dimension again, to which the system 
described by Szende (1994) and the similar “acoustic openness” of /ɛ/ and /ɒ/ 
provided the basis.) 

Similarly to Experiment 1, the target words were embedded in a carrier 
phrase. The phrase used here was the following: Mondd: [target word] kell. 
‘Say: [target word] needed’. All of the target vowels were positioned word-
initially, thus they bore sentential accent on the first syllable (given that word 
stress is fixed on the first syllable in Hungarian). 

Also similarly to Experiment 1, the stimuli were presented on a computer 
screen. Each trial consisted of two display screens again: first the introductory 
part (Mondd:) was shown to the participant, then the target item (target word + 
kell) was displayed (refer to Figure 3). The participants’ task was to read aloud 
the target item, but not the introductory part. 

In order to elicit speech rate differences between the conditions, the timing of 
the display screens was manipulated again. However, as the carrier phrase used 
in Experiment 2 was longer than the one used in Experiment 1, we used a 
slightly longer timer setting in the “fast” condition than previously. As a result, 
in the “slow” speech condition, each display screen appeared for 1500 ms 
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resulting in 3000 ms for one trial in total (including the introductory part and the 
“target word + kell” construction) just as in Experiment 1. However, in the 
“fast” speech condition the timer was set to 500 ms, resulting in 1000 ms for one 
trial in total. The experimental procedure was the same as in Experiment 1 in 
other respects. In Experiment 2, 4 vowel qualities/target words × 5 repetitions × 
2 speech rate conditions, i.e., 40 vowels per speaker were recorded. 
3.1.2 Participants and the control of speech rate 

For Experiment 2 only female speakers were recruited; all 33 of them were 
university students, and native speakers of Hungarian, who reported no hearing 
or speech deficits. In order to ensure that the “slow” and the “fast” conditions 
differentiate properly (i.e., they may be differentiated by a conceptually sound 
value), the JND-based threshold (introduced in Experiment 1) was used again to 
define speech rate differences. For this purpose, we measured and compared the 
target item durations both in “slow” and “fast” conditions speakerwise just as in 
Experiment 1. However, in the present experiment, we decided to apply a higher 
threshold of 10% to account for the expected reduction in duration variability, 
since in this study, five repetitions of each item were analyzed and averaged. 
With this higher threshold we intended to establish a larger gap between the 
mean durations of the “slow” and the “fast” realizations, that is, to reduce the 
overlap between the conditions by eliminating most of the vowel realizations 
which were extremely long in the “fast”, or extremely short in the “slow” 
conditions. We opted for the application of the stricter threshold due to the fact 
that in Experiment 2 we managed to recruit a higher number of participants than 
in Experiment 1, so that after the exclusion of speakers whose speech samples 
were not differentiated by the threshold, the amount of the data was still 
sufficient for analysis. The threshold was exceeded by the data in the case of 18 
participants, thus finally in the main analysis 18 speakers’ material was involved 
(and 15 participants’ data were excluded). The speakers’ age ranged between 19 
and 34 years, with a mean of 24.9 years. The duration difference between the 
two conditions ranged between 9.6% and 28.5% speakerwise, and the mean of 
differences was 16.8±5.5% (Figure 10). The overall item duration was 852±107 
ms in the “slow” condition, and 705±69 ms in the “fast” condition (for all 18 
speakers). (We should also note that in some cases, the participants might have 
inserted a short pause at the word boundary of innen/onnan/ennek/annak # kell. 
However, as this pause cannot be differentiated reliably from the occlusion 
phase of the second plosive, we did not identify these possible pauses and 
regarded the total item duration as item duration in the data.) 
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Figure 10. 

The duration of items (target word + kell) as a function of 
speech rate conditions, speakerwise (mean ± SD) 

3.1.3 Annotation and analysis 

In the “slow” condition, 359 vowels were analyzed (as one speaker mispro-
nounced one target word), while in the “fast” condition the number of the 
analyzed vowels was 360. 

The “target word + kell” construction, the word-initial vowel, and the 
irregular phonation at the beginning of the word-initial vowel were labelled 
manually in Praat (Boersma & Weenink, 2016). The labeling was performed 
similarly to Experiment 1, and we used the categories of “glottalization” and 
“glottal stop” again. 

We analysed the ratio of vowels produced with irregular phonation with 
respect to vowel quality, vowel height, backness, and speech rate. As previously, 
we determined and compared the ratio of glottalized vowel occurrences to the 
number of all vowels realized with irregular phonation again, and compared it to 
the ratio of glottal stops in the two speech rate conditions. 

Three 2-way repeated measures ANOVAs were performed with the factors 
(i) vowel quality and speech rate, (ii) vowel height and speech rate, and 
(iii) backness and speech rate at a confidence level set to 95%. 
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3.2 Results 

3.2.1 Initial irregular phonation as a function of vowel quality and speech 

rate 

The ratio of vowels produced with irregular phonation (pooled over speakers) as 
a function of vowel quality and speech rate is presented in Figure 11. 

 
Figure 11. 

The ratio of vowels produced with any kind of irregular phonation 
as a function of vowel quality and speech rate (mean + 95% CI) 

In the “slow” condition, the ratio of initial irregular phonation in the front 
close /i/ was 68.6±20.7%, while in the “fast” condition it was 50.0±30.1% of all 
cases. In the case of the front open vowel /ɛ/ these ratios were 86.7±18.1% in the 
“slow” and 71.1±29.3% in the “fast” conditions. The back mid vowel /o/ was 
produced with irregular phonation in 70.0±24.0% of all cases in the “slow” and 
in 47.8±25.8% of all cases in the “fast” condition. Finally, the back open /ɒ/ 
showed 83.3±18.5% of irregular occurrences in the “slow”, and 71.1±24.9% in 
the “fast” condition. 

The ANOVA showed significant main effects of both speech rate (F(1, 17) = 
17.38, p < 0.001) and vowel quality (F(3, 51) = 10.56, p < 0.001), but the 
interaction of these factors turned out to be non-significant. 
3.2.2 Initial irregular phonation as a function of backness and speech rate 

The ratio of vowels produced with irregular phonation as a function of backness 
and speech rate is shown in Figure 12. 

The back /o/ and /ɒ/ and the front /ɛ/ and /i/ vowels were produced with 
irregular phonation in a similar ratio both in the “slow” and the “fast” 
conditions. In the “slow” condition front vowels showed 77.6±21.2% ratio of 
irregular occurrences, while back vowels showed 76.7±22.1% of all cases. In the 
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“fast” condition the ratios were 60.6±31.2% and 59.4±27.7%, respectively. 
Regarding this comparison, statistical analysis showed a significant difference 
between the speech rate conditions (F(1, 68) = 14.58, p < 0.001), but not 
between the front and back vowel groups. We must note here that as in the 
present analysis no central vowels are involved, we could not apply the three-
fold analysis of vowel backness we presented in Experiment 1. 

 
Figure 12. 

The ratio of vowels produced with any kind of irregular phonation 
as a function of backness and speech rate (mean + 95% CI) 

3.2.3 Initial irregular phonation as a function of vowel height and speech 

rate 

The ratios of vowel realizations with irregular phonation in terms of vowel 
height and speech rate are shown in Figure 13. The close vowel /i/ was produced 
with irregular phonation in 68.6±20.7% of all cases in the “slow” and in 
50.0±30.1% of all cases in the “fast” condition. The mid vowel /o/ showed initial 
irregular phonation in 70.0±24.0% of all cases in the “slow” and in 47.8±25.8% 
in the “fast” condition. The open vowels /ɒ/ and /ɛ/ were produced with irregular 
phonation at the highest ratio: in 85.0±18.1% in the “slow” and in 71.1±26.8% 
in the “fast” condition. 

According to the ANOVA, there was no significant interaction between speech 
rate and vowel height but both factors had a significant main effect (vowel height: 
F(2, 34) = 13.20, p < 0.001; speech rate: F(2, 17) = 17.28, p < 0.001). 
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3.2.4 Ratio of glottalization and glottal stops as a function of vowel quality 

and speech rate 

The ratios of occurrence of glottal stops and glottalization as a function of vowel 
quality and speech rate are presented in Figure 14. Relative to the number of all 
irregular occurrences both in the “slow” and the “fast” conditions, the ratio of 
glottalization (54.9% and 56.6.0% of all irregular occurrences, respectively) 
exceeded the ratio of glottal stops (45.1% and 43.4% of all irregular occurrences, 
respectively) as well. 

 
Figure 13. 

The ratio of vowels produced with any kind of irregular phonation 
as a function of vowel height and speech rate (mean + 95% CI) 

 
Figure 14. 

The ratio of the two types of irregular phonation 
(relative to all irregular occurrences) as a function of vowel quality and speech rate 



70 Markó, A., Deme, A., Bartók, M., Gráczi, T. E., & Csapó, T. G. 

The ratios of glottalization and glottal stops were close to equal in the case of 
/i/ in the “slow” condition (52.5% vs. 47.5%, respectively), while in the “fast” 
condition the ratio of glottal stops (62.2%) was well above the ratio of glottali-
zation (37.8%). For the “slow” condition the pattern was very similar in the case 
of /o/ (50.8% and 49.2% for glottalization and glottal stops, respectively); in the 
“fast” condition, however, glottalization (55.8%) was relatively more frequent 
than glottal stops (44.2%). In the case of /ɛ/ and /ɒ/, the ratio of glottalization 
exceeded the ratio of glottal stops in both of the conditions: it was 57.7% in /ɛ/ 
and 58.7% in /ɒ/ in the “slow” condition, and 58.7% in /ɛ/ and 65.6% in /ɒ/ in 
the “fast” condition. Although we observed differences in the glottalization to 
glottal stop ratio between the two conditions in three of the four analyzed 
vowels, the close /i/ showed the opposite tendency with the change in speech 
rate to that observed in the case of open vowels. The direction of the change in 
the mid /o/ was the same as in the case of the open vowels, but the degree of 
change was smaller. 

3.3 Discussion 

In Experiment 2 four vowel qualities of Hungarian embedded into real words 
were analysed in “slow” and “fast” speech rate conditions in terms of the 
frequency of occurrence of irregular phonation. We found significant effects of 
the speech rate, vowel quality and vowel height factors, while the factor 
backness (expressed in a twofold opposition) did not affect the data. The relative 
ratio of glottalization and glottal stops showed similar patterns as observed in 
Experiment 1. Thus we can conclude that in real Hungarian words embedded in 
non-facilitatory contexts of irregular phonation, the increased speech rate 
decreased the frequency of occurrence of vowels realized with irregular 
phonation in general, while the ratio of glottalization among these occurrences 
increased in all vowels but /i/ as speech rate increased. 

4 General discussion and conclusions 

In the two experiments reported in the present paper, we first tested the 
hypothesis that the frequency of occurrence of irregular phonation is higher in 
slow than in fast speech. Although, in this respect, the first experiment 
contradicted our expectations, in the second experiment, we eliminated some 
confounding factors (i.e., hiatus position) which may have affected the data in 
Experiment 1 in an undesired way, and we corroborated the hypothesis. Our 
second hypothesis may be regarded to be partially confirmed by the data: even 
though backness was not shown to have a significant effect on vowel-initial 
irregular phonation when it was expressed in the traditional twofold opposition 
(front vs. back) (in Experiment 1 and Experiment 2), the less traditional 
threefold analysis (front vs. central vs. back) revealed that there is an effect 
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observable in a numerically well-balanced comparison (in Experiment 1). 
According to this latter analysis, central and front vowels differed from back 
vowels in terms of their susceptibility to irregular phonation in slow speech. 
That is, while we observed a high number of vowel realizations with irregular 
phonation in basically all of the vowels in fast speech (irrespective of their 
backness), in slow speech, back vowels exhibited a much smaller number of 
realizations with irregularity in the voice source than central and front ones did. 
This effect, however, was observed only in Experiment 1, where the threefold 
recategorization was possible (as opposed to Experiment 2, where only the 
twofold-contrast categorization was attainable). In line with expectations, we 
also showed that open vowels favor irregular phonation more than mid and close 
ones both in slow and fast speech which finding corroborated our third 
hypothesis. Our fourth assumption claiming that faster speech rates reduce the 
relative amount of glottal stops, while increasing the frequency of occurrence of 
glottalization was not verified, since glottalization was more frequent in both 
speech rate conditions we studied. However, to some extent, at the different 
vowel heights studied, different tendencies were found. In Experiment 1, the 
vowel /u/, while in Experiment 2, the vowel /i/ appeared to be exceptions to 
some generally observed tendencies: in these vowels’ cases the ratio of glottal 
stops was well above the ratio of glottalization, for /u/ in the “slow”, while for /i/ 
in the “fast” condition. These results may suggest that the behaviour of close 
vowels is different from that of mid and open vowels with respect to the form of 
irregular phonation they elicit. 

Considering that in the present study the effect of phonetic position, vowel 
quality, and speech rate were strictly controlled for and investigated, we can 
conclude that open vowels tend to elicit irregular phonation more than mid and 
close ones do, irrespective of backness. We can also conclude that the frequency 
of irregular phonation tends to be lower in fast than in slow speech (or at least in 
speech rate increased under laboratory conditions). The relative frequency of 
glottalization to glottal stops in phrase-initial position did not appear to be 
influenced by speech rate in general, which itself is inconsistent with the claims 
of earlier studies (e.g., Malisz et al., 2013). However, taking the analysed vowels 
separately into account, we observed that the behaviour of the close /i/ was 
opposite to that of the open /ɒ/ and /ɛ/. While the open vowels showed the 
widely documented tendency of being realized with relatively fewer glottal stops 
in fast speech, /i/ was produced with a relatively higher ratio of glottal stops 
under the same conditions. This result suggests that vowel height has an effect 
not only on the frequency of irregular phonation but also on the manner of its 
realization in the case of word- and phrase-initial vowels. 
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Abstract 
The present study’s aim was to analyse the glottal marking of word-initial 
vowels in two speech styles, reading aloud and spontaneous speech, based 
on 12 speakers’ Hungarian speech. In earlier studies of other languages 
(English, German and Polish), it was suggested that among several other 
factors, speech style, speech rate, vowel quality and word type had an 
effect on the glottal marking of word-initial vowels. In the Hungarian 
corpus analysed, speakers produced glottal marking significantly less 
frequently in spontaneous speech than in reading aloud. Both slower 
articulatory rate in the “carrier” pause-to-pause interval, and longer vowel 
duration went hand in hand with glottal marking. All the features of vowel 
quality were analysed, but only vowel height was found to play some 
minor role in glottal marking, while backness and rounding did not at all. 
In reading aloud, low and mid vowels were less frequently glottalized than 
high ones, while in spontaneous speech, high vowels were less frequently 
glottally marked than the other ones. The factor of vowel height played a 
significant role only in this latter speech style. Slower articulation proved 
to enhance the possibility of glottal marking in word-initial vowels in our 
study as well, in accordance with our hypothesis. With respect to word 
type (content vs. function words), our data imply that lexical prominence 
does not have an effect on the glottal marking of word-initial vowels in 
Hungarian. Alternatively, it can be supposed that phrase-initial position 
has a prevalent effect which overrides the effect of word type. 

Keywords: glottal marking, word-initial vowels, reading aloud, 
spontaneous speech, articulation rate, word class 

1 Introduction 

Phonation results from vocal fold vibration. This vibration is usually 
quasiperiodic, leading to modal phonation; however, inconsistency may also 
appear. The phenomenon goes by several names, e.g., irregular phonation, 
creaky voice, glottalization, laryngealization, vocal fry. Whichever term is used, 
it is an umbrella term, as the vibration can be aperiodic in several ways: the 
timing or amplitude of adjacent periods may exceed the normal ranges of jitter 
and shimmer (e.g., Surana & Slifka, 2006), or their wide-spacing may be 



76 Gráczi, T. E. & Markó, A. 

atypical. For instance, Batliner et al. (1993) distinguished six types of 
laryngealization in approx. 30 minutes of spontaneous and read speech by four 
speakers. Dilley et al. (1996) studied texts read out by five speakers in radio 
news programs with respect to irregular voice quality (glottalization) occurring 
in word-initial vowels. They defined four types of realizations. Some researchers 
also analyse the glottal stop in this context (e.g., Dilley et al., 1996). Therefore it 
is not always clear which terms refer to which types of irregular phonation, or 
which terms are treated as synonyms. 

The functions of irregular phonation vary across languages. In some 
languages, it expresses a phonological contrast – mostly it distinguishes pairs of 
sonorants from one another (for instance, in Mazateco, spoken in Mexico, it 
distinguishes vowels, and in some North-American Indian languages it 
distinguishes nasals); less frequently (e.g., in Hausa) distinguishing obstruents 
(see e.g., Gordon & Ladefoged, 2001). In several dialects of English, irregular 
phonation distinguishes allophones of syllable-final /t/ and /p/ (Pierrehumbert & 
Talkin, 1992). 

Several researchers have investigated the role of irregular phonation in 
expressing emotions and/or attempted to use it in the automatic recognition of 
emotions (e.g., Batliner et al., 2007; Gobl & Ní Chasaide, 2003). The socio-
cultural role of irregular phonation has also been demonstrated in an experiment 
involving young American women (Yuasa, 2010), and its conversational 
function has also been noted in English, where the realization of yeah with 
modal vs. irregular phonation is associated with distinct functions by the speaker 
(and the listener) (Grivičić & Nilep, 2004). 

Studies revealed that prosodic factors are also linked to irregular phonation. 
Phrase boundary and/or stress elicit glottal marking at a higher rate (e.g., 
Umeda, 1978; Dilley et al., 1996; Rodgers, 1999; Kohler, 2001). 

Rodgers (1999) found in German that glottalization is more frequent in 
content words than in function words (he defined content words as words with 
lexical meaning, and function words as words with grammatical meaning, based 
on Matthews, 1997) both in read and spontaneous speech. According to his 
interpretation, this difference may be partly due to the widely observed fact that 
content words can be accented in a relatively high ratio, while function words 
are typically unaccented. Rodgers (1999) also found that the frequency of 
occurrence of glottalization is higher in read speech than in spontaneous speech. 

Speech rate also turned out to influence glottal marking: in slower speech, 
higher rates of glottal marking were observed than in faster speech (see e.g., 
Pompino-Marschall & Żygis, 2010; Malisz et al., 2013). 

The occurrence of irregular phonation was found to show gender-related 
differences in many speech communities. A number of studies have found 
irregular phonation to predominate among male speakers (e.g., Esling, 1978 in 
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Edinburgh; Henton & Bladon, 1988 for speakers of RP and ‘Modified Northern’ 
English; Stuart-Smith, 1999 in Glasgow); however, the opposite tendency is also 
documented in the literature (e.g., Yuasa, 2010; Markó, 2013; Podesva, 2013). 

It is also well known that the frequency of occurrence of irregular phonation is 
speaker dependent to a large extent. Some speakers hardly produce any irregular 
voicing, while some produce it fairly frequently (Umeda, 1978; Henton & 
Bladon, 1988; Dilley et al., 1996; Redi & Shattuck-Hufnagel, 2001; Slifka, 
2006; for Hungarian: Bőhm & Ujváry, 2008; Markó, 2013). Therefore, the 
presence of glottalization has an eminent role in human speaker recognition 
(Bőhm & Shattuck-Hufnagel, 2007). It was also shown that the less speakers 
glottalize, the more probable it is that they do so at a phrase-, word- or vowel-to-
vowel boundary position (Markó, 2013). 

Kohler (2001, pp. 282-285) defined four types of glottalization covering “the 
glottal stop and any deviation from canonical modal voice” as follows. 

(1) Vowel-related glottalization phenomena which signal the 
boundaries of words or morphemes beginning with vowels. 

(2) Plosive-related glottalization phenomena [which] occur as 
reinforcement or even replacement of plosives. 

(3) Syllable-related glottalization phenomena which characterize 
syllable types along a scale from a glottal stop to glottalization 
(e.g., Danish stød). 

(4) Paralinguistic function of glottalization phenomena at the 
utterance level which comprise 
(i)   phrase-final relaxation of phonation, and 
(ii) truncation glottalization, i.e., utterance-internal tensing of 

phonation at utterance breaks. 

The present paper focuses on vowel-related glottalization phenomena (see 
above under (1)) in the case of word-initial vowels in Hungarian. The effect of 
vowel quality (especially vowel height) on the frequency of glottalization 
appears to prevail independently of the language, as it has a physiological 
background: in low/back vowels, the tongue is pulled back, and due to their 
mechanical links, the larynx is in a lower position (Moisik & Esling, 2011; 
Lancia & Grawunder, 2014). Therefore low/back vowels can elicit glottalization 
at a higher rate than close/front ones. This effect has also been demonstrated in 
Hungarian (Markó et al., 2018a). 

The glottal marking of word-initial vowels was analysed in several earlier 
studies (e.g., Umeda, 1978; Rodgers, 1999; Redi & Shattuck-Hufnagel, 2001; 
Pompino-Marschall & Żygis, 2010) both in reading aloud and spontaneous 
speech, but mainly on English and German. More recently, Malisz et al. (2013) 
published a paper comparing German and Polish and highlighting the question if 
the rhythm characteristics of the given language have an effect on the appear-
ance of glottal marking in the case of word-initial vowels. Both languages show 
vowel-related glottal marking, and neither of them treats the glottal stop as a 
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member of the phoneme inventory or an allophone. However, their rhythmical 
characteristics are different. Whereas German is unambiguously a stress-timed 
language with a mobile lexical stress pattern, the rhythmical status of Polish is 
debated (for details, see Malisz et al., 2013). Polish assigns fixed lexical stress to 
the penultimate syllable (with few exceptions), and as word stress is predictable, 
it is considered to be acoustically weak. According to the literature, in Polish, 
duration does not contribute to the expression of prominence, while in German 
word stress is represented primarily by duration at the lexical level. In the case 
of phrase level prominence, both languages apply changes in fundamental 
frequency, intensity and duration. While German is an inflected language, Polish 
is agglutinative with some inflecting characteristics. Malisz et al. (2013) 
summarized the relevant literature on glottal marking in German and Polish. In 
German, stressed and/or accented syllables, low vowels and content words 
(compared to function words) favour glottal marking. As for Polish, glottal stop 
was found in emphatic and boundary marking functions, the latter prevailing at 
the boundary of a prefix and a vowel-initial stem, and this pattern was more 
typical in the case of rare words than in frequent ones. In Polish, glottal marking 
was found to be more frequent in function words; however, it was not 
independent from prosodic phrase structure (with phrase-initial function words 
predominating in this pattern). 

In the analysis of Malisz et al. (2013), both spontaneous and “prepared” 
speech were involved. The spontaneous subcorpus consisted of material from six 
instruction-givers of a Polish task-oriented dialogue corpus (202 word-initial 
vowels), and the utterances of four storytellers of a German spontaneous 
dialogue corpus (401 word-initial vowels). The gender of the speakers is not 
mentioned in the main text of the paper; however, Appendix A specifies that the 
German spontaneous subcorpus involved 2 female and 2 male speakers, 
compared to 3 female and 3 male speakers in the Polish spontaneous subcorpus. 
The “prepared” speech material consisted of public speeches of 4 Polish and 4 
German “prominent speakers”, mainly politicians, and all of them were males 
(472 Polish and 885 German word-initial vowels). 

Polish speeches were found stress-timed, while Polish dialogues turned out to 
be syllable-timed. In the German material, both the prepared and the 
spontaneous subcorpora were measured as stress-timed. The results of the study 
showed that on word-initial vowels, glottal marking occurred more frequently in 
German (63.4%) than in Polish (45%). In German, glottal marking had a higher 
share in spontaneous speech (72.5%) than in prepared speech (59%), similarly to 
the situation in Polish (53.5% in spontaneous speech and 41.5% in prepared 
speech). In both languages, the majority of prominent vowels were glottally 
marked, and vowel height correlated with glottal marking, namely low vowels 
were marked glottally in a higher ratio. With respect to word type (content vs. 
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function words) opposite tendencies were found in the two languages. In Polish, 
function words were glottalized in a higher ratio (50% compared to 37.7% of 
content words), in contrast with German, where content words showed a higher 
ratio of glottal marking (77.3% compared to 57% of function words). However, 
in phrase-initial position, content words received more glottal marking than 
function words in the same position, even in Polish. 

In the present paper, we analyse glottal marking in word-initial vowels in 
Hungarian spontaneous and read speech. Glottal marking is used here as an 
umbrella term in reference to any kind of irregularity in the vocal source, 
including glottal stop. By way of introduction, it is worth highlighting some 
relevant characteristics of Hungarian. 

The Hungarian vowel system consists of 14 vowels which are paired in the 
dimension of quantity resulting in 7 short-long phonological pairs. However, the 
members of two short-long pairs (/ɛ/ and /eː/; /ɒ/ and /aː/) differ in their phonetic 
characteristics as well; therefore, from a phonetic point of view, 9 vowel 
qualities can be differentiated. 

According to the traditional view, with respect to backness, /i y eː ø ɛ/ are 
considered as front vowels, while /u o ɒ aː/ are characterized as back vowels. It 
should be noted, however, that the status of the vowel /aː/ is ambiguous: while it 
is uniformly transcribed with the IPA symbol of a front vowel, it is generally 
classified as a back vowel (based on its morpho-phonological behaviour, namely 
its participation in vowel harmony) both by the phonological (e.g., Siptár & 
Törkenczy, 2000) and the phonetic literature (e.g., Kassai, 1998; Gósy, 2004). 
Note, however, that on the basis of an articulatory (X-ray) analysis of Hungarian 
vowels, Bolla (1995) claimed that /i eː ɛ/ are front vowels, /y ø aː/ are central 
vowels, while /u o ɒ/ are back vowels. 

In the traditional view, again, Hungarian vowels are differentiated on the 
vowel height dimension as follows: /i y u/ are considered as close vowels, /eː ø 
o/ are categorized as close-mid, /ɛ/ is considered as open-mid, and /aː/ is 
considered as an open vowel (Kassai, 1998; Gósy, 2004). The short 
phonological counterpart of /aː/ in this view is considered to be the open-mid /ɔ/, 
while others (e.g., Mády, 2008) define the vowel at hand as an open /ɒ/. (In the 
present paper, we adhere to the latter notation and analysis.) 

Hungarian is an agglutinative and syllable-timed language. At the lexical 
level, stress is highly predictable, assigned to the initial syllable of a content 
word, therefore word-level stress is non-distinctive (Szende, 1999). Lexical 
stress is considered to be expressed primarily by vowel duration (Szalontai et al., 
2016; Mády et al., 2017). Hungarian is an obligatory syntactic focus marking 
language, which means (among other things) that in the case of narrow focus, 
the focused constituent shows the highest prominence, while the ensuing 
elements are deaccented. Narrow focus elements appear in particular syntactic 
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positions. Due to the close interrelations between syntax and accent distribution, 
several studies have argued that prosodic means do not play an important role in 
prominence marking in Hungarian, as suggested by evidence from both 
laboratory and spontaneous speech (Mády, 2012; Markó, 2012). However, some 
studies did find phonetic markers of focus prominence in Hungarian (Genzel et 
al., 2015; Szalontai et al., 2016; Mády et al., 2017). In particular, changes in 
fundamental frequency and duration were identified as strong predictors of 
prominence. 

In Hungarian, various boundary marking functions of irregular phonation 
have been thoroughly investigated; however, many aspects of word-initial 
vowel-related glottal marking have not received a systematic analysis. The aim 
of the present study is to analyse some of the factors (speech style, vowel 
quality, speech rate, and word type) in Hungarian, which have been claimed to 
have an effect on the frequency of occurrence of vowel-related glottalization in 
word-initial position. Word type as a variable has never been introduced to the 
analysis of Hungarian before, and comparisons of spontaneous and read speech 
have not focused on vowel-related glottal marking. The effect of speech rate and 
vowel quality have only been analysed in systematically varied short stretches of 
laboratory speech (Markó et al., 2018a), with no pertinent data either from read 
speech or from spontaneous speech. Moreover, the results for German and 
Polish mentioned above (Malisz et al., 2013) invite cross-linguistic comparison. 

Most of the studies of irregular phonation in Hungarian have used the spoken 
language database called BEA (see Gósy, 2012), which includes both 
spontaneous and read speech samples from the same speakers. The material of 
the present study also comes from this database (for details, see below). 

Our hypotheses were formulated based on the previous literature on other 
languages, but not without taking into account the differences between 
Hungarian and languages that are well-studied in terms of glottal marking. With 
respect to speech style, in line with Rodgers (1999), our hypothesis was that the 
frequency of occurrence of glottal marking would be higher in read speech than 
in spontaneous speech. Read speech was expected to be more carefully 
produced, more fluent, and lacking hesitations. Besides, the text of read speech 
has a predetermined structure; therefore its organization might be more clearly 
marked by phonetic means such as glottal marking. 

With respect to vowel quality, we analysed vowel height, backness and lip 
rounding separately. In line with earlier findings, we assumed that low vowels 
would show a higher rate of glottal marking than mid and high ones. 
Nevertheless, in terms of backness, previous results did not show an 
unambiguous pattern. In a study on Hungarian word-initial vowel-related 
glottalization (Markó et al., 2018a), the feature of backness was subjected to 
both twofold (front vs. back, see e.g., Gósy, 2004) and threefold comparisons 
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(front vs. central vs. back, see Bolla, 1995). While in the twofold comparison, 
the front vowels /i y eː ø ɛ/ and the back ones /u o ɒ aː/ were not distinguished 
by the frequency of glottal marking, the threefold comparison detected a 
significant difference between the front /i eː ɛ/ and the central /y ø aː/ versus the 
back /u o ɒ/ vowels, namely the last group elicited a higher ratio of glottal 
marking than the first two. Therefore, in the present study, /i y eː ø ɛ aː/ were 
considered as front vowels, while /u o ɒ/ were considered as back vowels (see 
also Gósy & Siptár, 2015). 

Regarding the effect of speech rate, similarly to several earlier studies (e.g., 
Malisz et al., 2013), faster speech was assumed to reduce the frequency of 
glottal marking in word-initial vowels relative to slow speech. 

In terms of word type, the previous results based mainly on German and 
Polish have mixed implications. Function words are non-prominent in general, 
and stress has been shown to correlate with glottal marking by several studies. 
Phrase-initial position, however, elicits glottalization at a higher rate. 
Considering that in Hungarian, the most frequent function words are the definite 
and indefinite articles (a/az ‘the’ and egy ‘a(n)’), which begin with low/mid-low 
vowel and are typically positioned at the beginning of phrases (similarly to 
Polish), we did not expect word type to predict glottal marking. 

2 Methods 

2.1 Material 

This study presents our results on read and spontaneous speech. The two 
subcorpora were chosen from the BEA database (Gósy et al., 2012). The 
database consists of various speech types, including both spontaneous and read 
speech. We analysed the spontaneous speech type, featuring texts in which the 
speakers talk about their lives, i.e. school years, jobs, hobbies, etc. This task 
involves a quasi-monologue, with the interviewer only asking questions if the 
subject seems to talk too little. As read material, we selected the sentence 
reading task of this database for our study. In this task, subjects read aloud 25 
sentences of various lengths and syntactic structures; however, all are declarative 
sentences. 

Texts added to the database are recorded under invariant circumstances. An 
AT4040 microphone is used, the speech is recorded digitally at 44 kHz and 16 bits. 

All 25 sentences were labelled in the read speech material from each speaker, 
but in the case of very long spontaneous speech samples only the first appr. 4-5 
minutes were labelled. This way, a total duration of 55.2 minutes of analyzed 
spontaneous speech was produced. 
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2.2 Subjects 

The database collects speech of monolingual speakers of standard Hungarian. In 
Hungarian females’ speech, glottalization was found more frequent than with 
male speakers of the same age groups (see Markó, 2013). Considering that 
gender may have an effect on glottal marking, the same number of female and 
male speakers (six from both genders) were chosen from the database: three 
young female (22 to 24 years), three young male (20 to 24 years), three middle 
age female (44 to 45 years) and three middle age male (39 to 45 years) speakers. 
None of them reported any hearing impairment or speech disorders. Both the 
reading and the spontaneous speech material of these speakers were used, i.e., 
the speakers in the two subcorpora were the same. 

2.3 Data collection 

Both the spontaneous speech samples and the readings were labelled in Praat 
(Boersma & Weenink, 2017). Three levels of labels were used (Figure 1). In the 
first tier, the pause-to-pause intervals of the subjects were transcribed for 
articulatory rate calculations. In the second tier, the words starting vowels of any 
kind were labelled. In these labels, the vowel quality, the word type (content or 
function word), and any possible further information were noted. In the third 
tier, each word-initial vowel was labelled and information on its glottal marking 
was included. 

Cases where the glottal marking appeared only later, not at the start of the 
vowel, were not considered as being glottally marked due to their word-initial 
position. Besides, the cases where two phonemes of the same vowel quality met 
in a hiatus across word boundary and their boundaries could not be established 
were eliminated from the analysis. (For example: ütötte el /ytøtːɛ ɛl/ ‘he spent 
(his time)’. 

The following data were retrieved from the three labels by a Praat script: 

(i)    all words that start with any kind of vowel; 
(ii)   the type of the word (content or function word); 
(iii)  the initial vowel; 
(iv)  the duration of the initial vowel; 
(v)   the presence of glottal marking at the beginning of the vowel; 
(vi)  the duration of the relevant pause-to-pause intervals; 
(vii) the quasi-phonetic transcript (one speech sound is represented 
by one character) of speech in the intervals. 

In the analyses of vowel height, mid-low and low vowels were pooled 
(similarly to Markó et al., 2018a), therefore, we differentiated three levels of 
vowel height: high /i y u/, mid /e: ø o/ and low /ɛ ɒ a�/. 

In the analysis of backness (based on the results of Markó et al., 2018a), /i y eː 
ø ɛ a�/ were considered as front vowels, while /u o ɒ/ were considered as back 
vowels in the present study. The vowel /aː/ is ambiguous regarding the feature of 
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backness, since /a�/ phonologically alternates with back /ɒ/; however, its 
phonetic position is central or front. As we hypothesized that glottal marking 
was related to articulatory phonetic properties, we analyzed /a�/ together with the 
front vowels (as we mentioned above). 

 
Figure 1. 

Labeling sample. Reading task: 
A forgalom miatt csak nehezen lehetett előrehaladni az autópályán. 

[ɛløːrɛhɒlɒdnij ɒz ɒutoːpaːjaːn] 
‘The traffic allowed only slow proceeding on the highway.’ 
(F = function word, C = content word; G = glottal marking) 

The feature of lip rounding was analysed in accordance with the traditional 
view (e.g., Gósy, 2004): /y u ø o ɒ/ were considered as rounded, /i eː ɛ a:/ were 
considered as unrounded vowels. (Rounding partly co-varies with backness in 
the sense that all back vowels are rounded.) 

Although Hungarian is a language with vowel quantity oppositions, we 
ignored this feature because of the skewed frequency of phonemes in this 
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language. In particular, high long vowels appear rarely in spontaneous speech 
and in non-phonetically compiled texts (e.g., Gósy, 2004). Also, quantity pairs 
of low vowels do not only differ in their duration but also in phonetic vowel 
height and other features. So, finally 9 vowel qualities were involved in the 
analyses, irrespective of their quantity (/i y eː ø ɛ aː u o ɒ/). However, the 
duration of the vowels was analysed with respect to the possible interrelation 
between duration and glottal marking. 

2.4 Analyses and statistical methods 

As noted in the Introduction, our question was whether and how speech style, 
vowel quality, word type and temporal factors affect the appearance of glottal 
marking in word-initial vowels. Therefore we analysed the interrelations of 
glottal marking with the quality and duration of the vowel, with word type, and 
with the articulatory rate of the carrier pause-to-pause interval in both speech 
styles. Only those intervals were used that included at least one word starting 
with a vowel. The analysis was carried out in two ways. As first we considered 
the measured articulatory rate as a scale variable, then we grouped the intervals 
in two ways: in a twofold and in a threefold comparison. In both comparisons 
only those pause-to-pause intervals were considered in which at least one word-
initial vowel appeared (i.e., intervals in which all words started with consonants 
were excluded). In the twofold comparison, slow and fast categories were 
differentiated, while in the threefold comparison categories of (i) “slow”, 
(ii) “medium” and (iii) “fast” were distinguished. In both the twofold and the 
threefold comparisons, the intervals belonging to different tempo categories 
were differentiated based on K-means Cluster analyses with iteration set to 20. 

In order to test the statistical relevance of the factors in question, we carried 
out GLMM (General Linear Mixed Models), repeated measures ANOVA, 
Wilcoxon-test and Pearson’s correlation. In order to test the effect of categorical 
factors on the appearance of glottal marking, the fixed factors in our GLMM 
model were speech style, gender, vowel height, backness, rounding, word type, 
and articulatory rate clusters (with both twofold and threefold clustering 
subjected to statistical analysis). In addition, these factors were also applied to 
the two speech styles separately. Scalar variables, i.e., articulatory rate and 
vowel duration were tested by GLMM, with glottal marking set as an 
independent variable. Repeated measures ANOVA was used to measure the 
statistical relevance of factors across and within speech styles. 

Wilcoxon-test was used to compare the ratio of glottal marking in the three 
temporal clusters. Finally, Pearson’s correlation was used to establish whether 
there was any correlation (i) between the average ratio of glottal marking and 
average articulatory rate of speakers, (ii) between average ratio of glottal 
marking and average vowel duration in the case of each speaker, and 
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(iii) between the ratios (in percentages) of glottal marking when the two speech 
styles are compared. 

3 Results 

3.1 General distributions in the corpora 

Altogether 860 words starting with any kind of vowel were analysed in the read 
speech material of the 12 subjects, while 2288 items were found in their spon-
taneous speech samples. In the spontaneous subcorpus, the analysed vowels 
were glottally marked in 33.5±8.9%, while in the read speech material this ratio 
was higher: 54.1±11.5%. Although the distributions of the vowels and word 
classes analysed were different in the two speech styles, all speakers produced 
glottal marking more frequently in their read material than in spontaneous 
speech (the difference between the two speech styles varied between 11.4% and 
60.6% speakerwise). This difference was significant (F(1, 3130) = 44.594, p < 
0.001). 
3.1.1 Interspeaker differences 

Irregular phonation in general (not only in word-initial vowels) is known to be 
highly speaker- and gender-dependent. These patterns are also apparent in 
Hungarian (see e.g., Bőhm & Ujvári, 2008; Markó, 2013). Regarding the 
gender-specificity of the phenomenon, Markó (2013) found that female speakers 
produce this type of phonation more frequently than their male counterparts. The 
glottal marking of Hungarian word-initial vowels has not been analysed yet with 
regard to the subjects’ gender. Therefore as a first step we checked the 
interspeaker and the gender-related variation of the data in our subcorpora. 

The frequency of glottal marking in word-initial vowels varied between 
26.9% and 74.0% in reading aloud, and between 17.5% and 54.5% in spontane-
ous speech. As already mentioned above, the standard deviations were not high 
and did not show large differences (reading: 11.5%, spontaneous speech: 8.9%), 
that is, interspeaker variability can be considered as moderate. Although the 
distribution of the various vowel qualities was not balanced within and across 
the subcorpora as a consequence of the inherent features of the two speech 
styles, speakerwise correlation was detected between the ratios of glottal 
marking in the two speech styles (Pearson’s correlation: r2= 0.606, p = 0.037). 
This means that if a speaker produced less glottal marking in one speech style, 
s/he also produced less in the other one. 

In order to see if there was any gender-specificity in our data, we calculated 
the mean and SD for the two gender groups (Figure 2). The female subjects 
produced glottal marking more frequently in both speech styles (reading aloud: 
57.4±13.8%, spontaneous speech: 38.5±7.6%) than the male ones (reading 
aloud: 50.9±9.2%, spontaneous speech: 28.6±6.8%). In reading aloud, this 
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difference was somewhat lower than in spontaneous speech. The differences 
between the genders are significant in general (F(1, 3130) = 44.594, p < 0.001). 

   
Figure 2. 

Ratio of glottal marking in the word-initial vowels 
as a function of gender 

in reading aloud (left) and in spontaneous speech (right) 

3.2 Vowel quality 

3.2.1 Vowel height 

Vowel height showed different tendencies in the two subcorpora (Figure 3). In 
reading aloud, the high vowels showed glottal marking in 60.2±16.1%, the mid 
ones in 61.7±18.6%, and the low ones in 52.5±11.8%. In spontaneous speech, 
the lowest ratio of glottal marking appeared in high vowels (26.2±7.1%), with 
mid and low ones not showing any difference (35.3±11.5%, 35.4±9.2%, 
respectively). Vowel height in itself did not have a significant effect on the 
frequency of glottal marking (F(2, 3130) = 0.836, p = 0.434) in general. 
However, this variation of the ratio of glottal marking varied significantly in the 
spontaneous speech subcorpus (repeated measures ANOVA: Wilks’ λ = 0.340, 
F(2, 11) = 9.713, p = 0.005), while in reading aloud the results did not reveal 
significant differences among the analysed vowel categories (repeated measures 
ANOVA: Wilks’ λ = 0.594, F(2, 11) = 3.411, p = 0.074). When analysing the 
results speaker by speaker, we can conclude that most subjects followed the 
tendency that was apparent in the given speech style, or showed no difference 
(< 10%) as a function of vowel height. In read speech, however, one person 
exceptionally departed from the general tendencies. 
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Figure 3. 

Ratio of glottal marking in word-initial vowels 
as a function of vowel height (mean and SD) 

in reading aloud (left) and in spontaneous speech (right) 

3.2.2 Vowel backness 

The glottal marking of word-initial vowels did not show any tendencies related 
to vowel backness in either speech style. In reading aloud, three subjects 
produced glottal marking more frequently in back vowels, while five subjects 
produced more glottal marking in front vowels. In the case of four speakers, 
there was no difference (< 10%) in terms of frequency of glottal marking 
between the back and front vowels. In the spontaneous subcorpus, seven subjects 
produced more glottal marking in back vowels, three subjects in front vowels, 
and in the case of two speakers, the vowels did not show any difference (< 10%) 
in terms of glottal marking as a function of backness. There was no evidence of 
intraspeaker tendencies either. Speaker-specific differences led to a similar ratio 
of glottal marking in back and front vowels in both speech styles (Figure 4). In 
reading aloud, front vowels showed glottal marking in 55.3±7.3%), and back 
vowels in 53.3±15.5%. In spontaneous speech these ratios were 33.0±10.4% and 
33.8±7.8%, respectively. These differences are not statistically significant (in 
general: F(1, 3130) = 1.021, p = 0.312, between the speech styles: F(1, 3130) = 
0.014, p = 0.907). 

   
Figure 4. 

Ratio of glottal marking in word-initial vowels 
as a function of backness 

in reading aloud (left) and in spontaneous speech (right) 
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3.2.3 Lip rounding 

The effect of lip rounding on the glottal marking in word-initial vowels was also 
analysed. The mean data drawn from all speakers’ results did not show any 
differences between the rounded and unrounded vowel groups in either of the 
speech styles (Figure 5.). In the read material, 55.3±7.1% of the unrounded 
vowels and 53.5±15.3% of the rounded ones showed glottal marking. In the 
spontaneous subcorpus these ratios were 33.2±10.3% and 33.6±7.7%, respect-
tively. The intraspeaker differences were large in both speech styles. Some 
subjects used glottal marking more frequently in rounded, others in unrounded 
vowels, or the occurrence of glottal marking was similarly frequent in the two 
vowel classes. No tendency was found between the two speech styles: when a 
speaker glottally marked one kind of vowel (rounded vs. unrounded) more 
frequently in reading aloud, that did not mean that s/he glottally marked the 
same vowels more in his/her spontaneous speech as well. The results did not 
show any statistically significant difference (in general: F(1, 3130) = 1.293, p = 
0.256, between the speech styles: F(1, 3130) = 0.001, p = 0.971). 

   
Figure 5. 

Ratio of glottal marking in word-initial vowels 
as a function of rounding 

in reading aloud (left) and in spontaneous speech (right) 

3.3 Temporal factors 

3.3.1 Vowel duration 

Our question about the relationship between vowel duration and glottal marking 
was whether the word-initial vowels that appeared with glottal marking were 
longer relative to the non-marked ones. As we hypothesized that slower 
articulation leads to higher frequency of glottal marking, here we did not 
separate the vowel qualities. The results are shown in Figure 6. In reading aloud, 
the glottally marked vowels’ average duration was 83.9±10.6 ms, while the non-
marked ones were shorter, 70.3±8.3 ms on average. In spontaneous speech, the 
mean duration of glottally marked vowels was 106.7±9.5 ms, while the non-
marked ones were shorter again, with a mean of 80.7±7.0 ms. The general 
difference, namely glottally marked vowels being longer than non-marked ones, 
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was apparent in nine subjects’ reading, and in the spontaneous speech of all the 
twelve participants. These differences were proven to be significant, suggesting 
that glottally marked vowels are longer than non-marked ones (in general: F(1, 
3144) = 54.524, p < 0.001, between the speech styles: F(2, 3144) = 6.404, p = 
0.002). Analysing the speech styles separately, we found that the difference in 
vowel duration was significant between the glottally marked and the non-marked 
vowels in both speech styles (reading aloud: Wilk’s λ = 0.415, F(2, 11) = 
15.480, p = 0.002; spontaneous speech: Wilk’s λ = 0.188, F(2, 11) = 47.363, p < 
0.001). 

   
Figure 6. 

Vowel duration as a function of glottal marking 
in word-initial vowels 

in reading aloud (left) and in spontaneous speech (right) 

3.3.2 Articulatory rate 

a) Absolute values of articulatory rate 

Average articulatory rate. Our first question about the relationship between 
articulatory rate and glottal marking was if speakers with slower (average) 
articulatory rate produced more glottal marking in their word-initial vowels. The 
mean articulatory rate was 13.7 sounds/sec, and the standard deviation was 
1.1 sounds/sec in both speech styles. Interspeaker variation was somewhat 
higher in spontaneous speech than in reading aloud, but still moderate. The 
subjects produced similar articulatory rates in the two speech styles; i.e., we 
were able to detect a strong correlation between the values in reading aloud and 
in spontaneous speech (Pearson’s correlation: r2 = 0.801, p = 0.002). As already 
described above in section 3.1, the appearance of glottal marking was 
54.1±11.5% in reading aloud and 33.5±8.9% in spontaneous speech. As noted in 
section 3.1.1, this ratio also showed a certain correlation, i.e., the more 
frequently a speaker glottally marked their word-initial vowels in one speech 
style, the more they marked them in the other one as well (Pearson’s correlation: 
r2 = 0.606, p = 0.037). We hypothesized that a slower articulatory rate leads to a 
higher ratio of glottal marking in word-initial vowels. Based on the correlation 
data above, we might expect that the values of articulatory rate and frequency of 
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glottal marking measured subject-by-subject would also show correlation 
(Figure 7). In the read speech material, we found that the above mentioned 
tendency (that slower articulatory rate goes hand in hand with higher frequency 
of glottal marking) was present, however this correspondence still did not reach 
the level of significance (r2 = −0.574, p = 0.051), which may imply that a larger 
corpus may prove this hypothesis. In any case, in our spontaneous subcorpus no 
significant relation was detected between the speakers’ articulatory rate values 
and the appearance of glottal marking (r2 = −0.412, p = 0.183). 

   
Figure 7. 

Correlation of articulatory rate and ratio of glottal marking in word-initial vowels 
in reading aloud (left) and spontaneous speech (right) 

Average articulatory rate as a function of voice quality. Our second question 
was whether the articulatory rate was slower in pause-to-pause intervals in 
which any glottal marking phenomenon appeared in the analysed vowels.  
To answer this question, we compared the pause-to-pause intervals in which any 
of the word-initial vowels was pronounced with glottal marking and the ones in 
which there was at least one word starting with a vowel but none of them was 
glottally marked. In reading aloud, the mean of the articulatory rate was 
13.9±1.0 sounds/sec in pause-to-pause intervals which did not show any word-
initial vowel-related glottal marking, and 13.7±1.1 sounds/sec in those which 
contained at least one glottally marked word-initial vowel. In spontaneous 
speech, these results were 13.9±1.1 sounds/sec and 13.2±1.1 sounds/sec), res-
pectively. Although the mean values apparently did not differ considerably, the 
statistical analysis revealed significant differences (in general: F(1, 3144) = 
121.231, p < 0.001, between the speech styles: F(2, 3144) = 48.240, p < 0.001). 
b) Slow vs. fast speech classification 

After each pause-to pause interval with a word-initial vowel was detected and its 
articulatory rate was defined, the articulatory rate was categorized in two ways. 
The literature generally uses “slow” and “fast” speech categories in the presenta-
tion of results; therefore we also chose this classification as one method. 
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However, we also decided to perform a more detailed comparison, where 
“slow”, “medium”, and “fast” speech were considered. Thus we also applied a 
classification of the temporal data into three groups. The classifications were 
carried out by K-means cluster analysis in SPSS. 
Twofold classification. The mean articulatory rate in the “fast” speech cluster 
was 15.2 sounds/sec in reading aloud and 15.0 sounds/sec in spontaneous 
speech, while “slow” tempo meant a mean of 12.5 sounds/sec in the first and 
11.0 sounds/sec in the latter speech style. 54.0% of the word-initial vowels 
appeared in intervals considered as “slow” speech in reading aloud, while 36.9% 
of them in spontaneous speech. The glottal marking of word-initial vowels was 
more frequent in “slow” speech irrespective of speech style (Figure 8). In 
reading aloud, 59.4% of the word-initial vowels were glottally marked in “slow” 
speech, while 52.5% of them in “fast” speech. Interspeaker variability was 
higher in “fast” speech (SD = 18.3%, “slow” speech SD = 9.9%) in reading 
aloud. The difference between the two articulatory rates was larger with regard 
to the glottal marking of word-initial vowels in spontaneous speech (41.2% in 
“slow”, and 30.9% in “fast” speech), and interspeaker variability was at 10.1% 
and 9.0%, respectively. The appearance of glottal marking was significantly 
different between the two temporal clusters when the two speech styles were 
considered together (F(1, 3130) = 13.055, p <0.002). When reading aloud was 
analysed separately, “slow” and “fast” speech did not show any significant 
difference in terms of frequency of glottal marking (Wilk’s λ = 0.955, F(2, 11) = 
0.517, p = 0.487), while in spontaneous speech they did (Wilk’s λ = 0.467, F(2, 
11) = 12.786, p = 0.004). 
Threefold classification. The mean articulatory rates in the three tempo clusters 
are presented in Table 1. The threefold temporal grouping revealed a significant 
effect of articulatory rate on the appearance of glottal marking in general 
(F(2, 3130) = 5.627, p = 0.004; between the speech styles: F(2, 3130) = 6.308, 
p = 0.002). In read speech, the frequency of word-initial vowel-related glottal 
marking did not vary with tempo changes (Figure 9), but was approximately 
50% in all three clusters (“fast”: 55.4%, “medium”: 47.6%, “slow”: 51.6%; 
Wilk’s λ = 0.882, F(2, 11) = 0.670, p = 0.533). In addition, we observed that the 
slower the tempo, the higher interspeaker variability was (standard deviation: 
“fast”: 9.2%, “medium”: 10.2%, “slow”: 20.0%). By contrast, spontaneous 
speech did show significant differences across the tempo clusters. In “medium” 
tempo, the ratio of glottally marked word-initial vowels was 24.2±9.3%, while in 
both the “fast” cluster and the “slow” one, a higher frequency of glottal marking 
was shown. The mean of the ratio of glottally marked word-initial vowels was 
34.4±7.8%  in “fast” tempo, and 50.8±18.1% in “slow” tempo, which was 
proven to be significantly different (Wilk’s λ = 0.300, F(2, 11) = 11.681, p = 
0.002). We tested the tempo clusters pairwise as well to see the differences in 
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detail. Wilcoxon-test was carried out and the p-value was expected to show 
significance below 0.01666 due to the threefold comparison. The “fast” cluster 
produced significantly less frequent glottal marking than the other two ones 
(“fast” vs. “slow”: Z = −2.667, p = 0.008; “fast” vs. “medium”: Z = −2.824, p = 
0.005), while the “medium” and the “slow” tempi did not show any significant 
difference (Z = −2.040, p = 0.041). 

   
Figure 8. 

Ratio of glottal marking in word-initial vowels as a function of 
articulatory rate clusters in reading aloud (left) and spontaneous speech (right) 

Table 1. Mean articulatory rates in the three tempo clusters (sounds/sec) 

 “slow” “medium” “fast” 
reading aloud 10.6 13.3 16.6 

spontaneous speech 09.0 13.1 15.6 

   
Figure 9. 

Ratio of glottal marking in word-initial vowels as a function of 
temporal clusters in reading aloud (left) and spontaneous speech (right) 

3.4 Word types 

We compared the appearance of glottal marking in word-initial vowels between 
content and function words. We did not detect any differences between the two 
word types in either of the analysed speech styles. Some speakers tended to 
produce glottal marking more frequently in function words, some others in 
content words, and yet others produced glottal marking with the same frequency 
in both word types. In reading aloud, the frequency of glottal marking in the 
word-initial vowels of function words was 54.1±9.7%, and 54.4±12.3% in 
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content words; in spontaneous speech, the results were 33.8±8.9%, and 
33.4±9.1%, respectively. The statistical analysis did not reveal any significant 
effect of word type on frequency of glottal marking (F(1, 3130) = 0.401, p = 
0.527; between speech styles: F(1, 3130) = 0.012 , p = 0.912). 

4 Discussion and conclusions 

The present study’s aim was to analyse the glottal marking of word-initial 
vowels in two speech styles, reading aloud and spontaneous speech, based on 12 
speakers’ speech. In earlier studies of English, German and Polish, it was 
suggested that among several other factors, speech style, speech rate, vowel 
quality and word type had an effect on the glottal marking of word-initial 
vowels. In earlier studies, lower vowel height and slower articulation rate were 
found to enhance the likelihood of glottal marking, while speech style and word 
type had ambiguous effects (Rodgers, 1999; Malisz et al., 2013; Lancia & 
Grawunder, 2014). Our study raised the question if the phenomenon under study 
had similar facilitators in word-initial vowels in Hungarian. 
In line with our first hypothesis (based on Rodgers’ (1999) findings), speakers 
produced glottal marking significantly less frequently in spontaneous speech 
than in reading aloud. This difference might be traced back to the diverse speech 
planning strategies employed in reading aloud and spontaneous speech, which 
means among other things that prosodic marking is more direct in reading aloud 
due to a higher level of self-awareness in speech production. 

The results of the German-Polish comparative study cited above (Malisz et al., 
2013) showed that the glottal marking of word-initial vowels occurred more 
frequently in German than in Polish: 63.4% and 45%, respectively. In our 
material, we found glottal marking in 43.8% of word-initial vowels, which is 
close to the Polish data. In contrast with German and Polish, where glottal 
marking was more frequent in spontaneous speech (German: 72.5%, Polish: 
53.5%) than in prepared speech (German: 59%, Polish: 41.5%), in Hungarian we 
found a higher ratio of glottal marking in read speech (54.1%) than in 
spontaneous speech (33.5%). Our results are in accordance with the assumption 
that read speech might be more clearly reflected by phonetic markers such as 
glottal marking. 

We found (also similarly to earlier studies, e.g., Bőhm & Ujváry, 2008; 
Markó, 2013) that speakers producing more glottal marking in one of the speech 
styles also produced more glottal marking in the other style. This means that 
there was significant intraspeaker variation in the glottal marking of word-initial 
vowels between spontaneous speech and reading aloud, but the interspeaker 
differences did not correlate with speech style. Female speakers tend to produce 
more glottal marking in general – i.e., not only in word-initial vowels – in many 
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languages (e.g., in American English), also in Hungarian. This gender-specific 
difference was apparent in this specific phonetic position as well. 

All the features of vowel quality were analysed, but only vowel height was 
found to play some minor role in glottal marking, backness and rounding did not 
at all. These latter effects were not analysed in the other languages in previous 
studies (to the authors’ knowledge). In reading aloud, low and mid vowels were 
less frequently glottalized than high ones, while in spontaneous speech, high 
vowels were less frequently glottally marked than the other ones. The factor of 
vowel height played a significant role only in this latter speech style. 

Slower articulation proved to enhance the possibility of glottal marking in 
word-initial vowels in our study as well, in accordance with our hypothesis. 
Both slower articulatory rate in the “carrier” pause-to-pause interval, and longer 
vowel duration went hand in hand with glottal marking. When dividing the 
articulatory rate into three clusters, we found that in the medium tempo word-
initial glottal marking was less frequent. However, not only the “slow” but also 
the “fast” articulatory rate showed increased frequency of glottal marking in 
word-initial vowels. 

In both German and Polish, the majority of prominent vowels are glottally 
marked. In the Hungarian corpus, utterance level prominence was not analysed 
due to its ambiguous phonetic characteristics. Even the literature on narrow 
focus, which is the most transparent phenomenon of prominence in Hungarian, 
has produced contradictory results (see Mády, 2012; Markó, 2012; Genzel et al., 
2015; Szalontai et al., 2016; Mády et al., 2017), probably due to the syntactic 
determination of focus in Hungarian. The earlier studies which found phonetic 
correlates of focus prominence, found them in read speech, while the analysis of 
spontaneous speech did not reveal similar acoustic patterns. Moreover, in the 
read subcorpus of BEA, which was used for the present analysis, focus marking 
sentences were not included. Therefore, utterance level prominence could not be 
analysed unambiguously. Lexical level prominence, however, appears to be a 
more clearly definable phenomenon in Hungarian. Recently, several studies have 
proved that lexical prominence is expressed by durational differences (e.g., 
Szalontai et al., 2016; Mády et al., 2017; Markó et al., 2018b). At the lexical 
level, stress is highly predictable in Hungarian, assigned to the initial syllable of 
a content word. While content words bear first syllable stress, function words 
(e.g., definite and indefinite articles, postpositions, and conjunctions) appear as 
clitics, and do not bear stress. In contrast with many other languages, Hungarian 
is not assumed to display any covariance between word stress and vowel quality. 
Based on the distribution of lexical stress, we may assume that word types show 
interrelations with lexical prominence. 

With respect to word type (content vs. function words), opposite tendencies 
were found in the languages mentioned above. In Polish, function words were 
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glottally marked in a higher ratio (50% compared to 37.7% of content words), 
whereas in German, content words showed a higher ratio of glottal marking 
(77.3% compared to 57% of function words). Pooled data (i.e., data not divided 
into read and spontaneous speech) for Hungarian showed the same ratios of 
glottal marking both in the case of content words (43.9%) and in function words 
(43.95%). As a function of speech type, we found that in reading aloud, the 
initial vowels of content words were also glottally marked at the same ratio as 
with function words: 54.4% and 54.1%, respectively. In spontaneous speech, the 
ratios were 33.4% for content words, and 33.8% for function words. These data 
imply that lexical prominence does not have an effect on the glottal marking of 
word-initial vowels in Hungarian. Or, as this factor was considered to raise an 
effect due to prosodic variation, there might be a difference with regard to this 
phenomenon in the languages. Another reason can also be assumed, similarly to 
Polish. Malisz et al. (2013) found a high number of phrase-initial function words 
in the Polish dialogue material, which is also the case in Hungarian (in both the 
read and the spontaneous subcorpora), due to the fact that the frequently used 
articles (a, az, egy) usually appeared in phrase-initial position. Therefore it can 
be supposed that phrase-initial position has a prevalent effect which overrides 
the effect of word type. 

In our study, male and female speakers were involved in equal numbers, and 
the read material was the same in the case of all subjects. This contrasts with the 
German and Polish data, which represented different ratios of speakers in terms 
of gender (only males were involved in prepared speech, but both males and 
females in spontaneous speech), and the prepared material included various 
speeches. Although some of the effects have been found in all languages under 
analysis, the variability of the material and the relatively small number of the 
subjects might lead to ambiguous results. In several aspects (e.g., in the case of 
word type), language specific characteristics may be the reason behind the 
differences in the data. In order to support a better understanding of the universal 
and language specific elicitors of word-initial vowel-related glottal marking, 
future research will have to work with larger corpora which are also more 
amenable to crosslinguistic comparison. 
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Abstract 
Phrase-final lengthening may concern the vowels or the consonants of the 
phrase-final syllable, or the whole syllable. Vowel quantity as a phonemic 
distinction was also shown to interact with phrase-final lengthening. In 
this study we sought to explore temporal patterns of phrase-initial, phrase-
medial and phrase-final, phonemically short and long vowels ([ɔ], [aː]) in 
words with diverse numbers of syllables focusing on possible differences 
between Hungarian-speaking young and old subjects. Spontaneous 
narratives of 10 young and 10 old speakers were randomly selected from 
the BEA database. Both phonemically short and long vowels were 
significantly longer in phrase-final positions than in phrase-medial 
positions in both age groups. Durations of vowels in phrase-medial 
positions were significantly shorter than those occurring in phrase-initial 
positions in young speakers’ speech while there were no differences in 
their durations between the two positions in old speakers’ speech. All 
speakers preserved the durational differences in all positions to avoid 
violating the phonemic patterns of the vowel system. Word length had a 
significant effect on vowel durations. 

Keywords: lengthening, spontaneous speech, [ɔ] and [a�] vowels, young 
and old speakers 

1 Introduction 
Phrase-final lengthening is a phenomenon that has been known in phonetics for 
several decades (e.g., Lindblom, 1968). For definition, the last syllable of the 
word is lengthened in a phrase-final position, at a prosodic boundary or before a 
phrase-final pause resulting in longer duration than that of a segmentally 
identical phrase-medial syllable. More than forty years ago Klatt, one of the first 
researchers of the topic, claimed that syllables or part of them were longer at the 
end of the sentences than those occurring in the middle of the sentences (1975). 
The phenomenon has been reported, on the basis of controlled experiments, to 
exist in various languages, irrespective of their typological and prosodic 
patterns, but also to show specific differences across languages (e.g., Beckman, 
1992; Fletcher, 2010; Cho, 2016). Phrase-final lengthening has been confirmed 
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in numerous languages, for example in English (Turk & Shattuck-Hufnagel, 
2007), Estonian (Krull, 1997; Plüschke & Harrington, 2013), Spanish (Oller, 
1973; Rao, 2010), German (Kohler, 1983), as well as in Eskimo, Yoruba 
(Nagano-Madsen, 1992), Hebrew (Berkovits, 1993), Dutch (Cambier-
Langeveld, 1997), Arab (de Jong & Zawaydeh, 1999), Chinese (Lee et al., 
2004), Finnish (Nakai et al., 2009), Russian (Kachkovskaia, 2014), Japanese 
(Den, 2015), Chicasaw (Gordon & Munro, 2007); etc. Durational changes may 
concern the vowels or the consonant(s) of the phrase-final syllable, or the whole 
syllable (e.g., Berkovits, 1993; Turk, 2007; Dimitrova & Turk, 2012). 

Diverse methods relating to subjects, speech materials and procedures can be 
found in the literature analyzing the phenomenon. The speech materials varied 
from diverse types of read speech (meaningless sound-sequences, words, 
sentences) to various types of spontaneous speech samples (narratives, 
conversations). Phrase-final lengthening has been studied in the speech of adults, 
children, bilinguals and in language learners’ speech samples (both in their L1 
and L2) as well as in the case of atypical speakers and even in motherese (Snow, 
1994; Lieshout et al., 1995; Gerken, 1996; Baum, 1998; Byrd, 2000; Koponen & 
Lacerda, 2003; Hansson, 2003; Dankovičová et al., 2004; Byrd et al., 2006; 
Adam, 2014; Maastricht et al., 2016; etc.). Acoustic-phonetic analysis concern 
the final syllables, final segments, syllables and/or segments in various other 
phrasal positions (e.g., Cambier-Langeveld, 1997; Fougeron & Keating, 1997; 
White, 2002; Kachkovskaia, 2014), and apart from durational measurements, 
prosody has also been considered in various types of analysis (Wightman et al., 
1992; Berkovits, 1994; Hofhuis et al., 1995; Cambier-Langeveld, 1997; Frota et 
al., 2007; Turk & Shattuck-Hufnagel, 2007; Frota, 2016). 

Several factors are suggested that might trigger the lengthening of vowels like 
subglottal pressure, decreasing articulation activity, some kind of relaxation of 
articulation gestures, linguistic, phonological, and higher-level factors, as well as 
syntactic structures, syllable structures, local tempo modifications, speech 
melody effects, stress patterns, speech rhythm, etc. (e.g., Den, 2015). Some 
explanations focus on specific cognitive factors like speech planning strategies 
of the speaker, conscious boundary marking, or the disambiguation of the 
ambiguous sentences. 

In Hungarian, a number of studies have dealt with the temporal properties of 
the phrase-final lengthening. The existence of the phenomenon was reported 
both in read (e.g., Kassai, 1982; White & Mády, 2008; Gósy & Krepsz, 2017a) 
and in spontaneous speech (Hockey & Fagyal, 1999; Markó & Kohári, 2015; 
Gósy, 2017; Krepsz, 2017). Results confirmed that phrase-final lengthening was 
more pronounced in spontaneous speech than in reading (Markó & Kohári, 
2015). Since the vowel inventory of Hungarian contains vowel pairs distin-
guished by length (Siptár & Törkenczy, 2000), the question arose whether 
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speakers regulated their pronunciation in phrase-final syllables considering the 
phonemic quantity differences of vowels. Four pairs of vowels were selected in a 
study (Gósy & Krepsz, 2017b) that differed in phonemic length ([o], [o�], [i], [i�] 
vs. [ɔ], [a�], [ɛ], [e�]), the latter two pairs differed also in terms of vowel quality. 
Their durational differences were analyzed in phrase-initial, phrase-medial and 
phrase-final positions across increasing numbers of syllables of the words in 
read sentences Vowels were significantly longer in sentence final as opposed to 
medial positions, but no significant differences were found in the durations 
between initial and final positions. Although phonologically long vowels were 
significantly longer than phonologically short ones in all positions, sentence-
final lengthening was more marked in the phonologically long than in the 
phonologically short vowels. 

Two pairs of vowels differing phonemically ([o], [o�], [i], [i�]) were analyzed 
in spontaneous speech with the participation of young Hungarian-speaking 
subjects (Gósy, 2017). In addition, the durations of pauses following the phrase-
final syllables were also analyzed. Results supported the previous findings with 
read sentences that vowels in phrase-final positions were significantly longer 
than those in phrase-medial positions. Vowels preserved the physical manifest-
tations of their phonemic length differences in all phrasal positions, irrespective 
of vowel quality. Lengthening in phrase-final positions did not yield different 
ratios depending on phonemic length. There were, however, no interrelations in 
the durations of phrase-final vowels and the following pauses. 

Finally, temporal patterns of syllables and consonants produced in phrase-
final positions were analyzed compared to those occurring in phrase-initial and 
phrase-medial positions (Krepsz, 2017). Results showed that phrase-final length-
ening exists not only in the case of vowels but also in that of consonants, and 
also for the whole syllable. The extent of the lengthening is heavily influenced 
by the quality of consonants and their position in the syllables. Since Hungarian 
is an agglutinating language with rich morphology, word length was also consid-
ered in the analyses. The number of the syllables of the words was shown to 
have an effect on the segment and syllable durations in various phrasal positions. 

In sum, research results concerning phrase-final lengthening and temporal 
patterns in Hungarian have confirmed that (i) the phenomenon exists both in 
read and spontaneous speech, (ii) phonemic length differences are preserved in 
physical durations in all phrasal positions, (iii) phrase-final lengthening concerns 
vowels, consonants and the whole syllable produced before pauses, and (iv) the 
number of the syllables of the words influences the extent of lengthening. 

Age is acknowledged to be of considerable importance when speech is 
considered. Numerous studies have shown the effects of aging on various 
processes of speech production (Torre–Barlow, 2009). Age-related changes to 
speech are attributed to changes in the anatomy and physiology of the speech 
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mechanism, reduced auditory feedback, decreased accuracy of motor control, as 
well as modified psychic and cognitive functions (e.g., Liss et al., 1990; Wohlert 
& Smith, 1998; Degrell, 2000; Czigler, 2003; Xue & Hao, 2003; Burke & 
Shafto, 2004; Zraick et al., 2006; Torre–Barlow, 2009; Rodríguez-Aranda & 
Jakobsen, 2011). 

The chronological age of 65 years is widely accepted as the beginning of the 
‘elderly’ or ‘older period of life’ (see WHO proposal: www.who.int/healthinfo/ 
survey/ageingdefnolder/en/). However, ‘elderly’, as an umbrella term, covers 
diverse periods and thresholds according to ages. In general, subjects of about 50 
years of age are identified as middle-aged or pre-elderly while those falling 
between 60 and 74 years are called young-old. Subjects with ages between 75 
and 90 years are the old-old people, and those older than 90 years are the oldest 
old or very old. The periods themselves show overlaps and shortcomings in 
referring naturally to a great variety of people of the same and similar ages. 
Aspects of chronological, biological, psychological, and social ages influence 
the age categories. 

The age of a speaker can be predicted with fair accuracy by her/his speech 
properties including voice tremor, pitch, speaking rate, loudness, and fluency, etc. 
(Yorkston et al., 2010). With advancing age, speech changes in the accuracy of 
articulatory movements, fluency, and communicative effectiveness. The typical 
process of getting old has a natural effect on breathing, intensity of musculature 
used during speaking, articulation movements, the effectiveness of speech motor 
control, and planning of verbal utterances from several aspects (e.g., Enright et al., 
1994; Berry et al., 1996; Bashore et al., 1998). A slowing of nerve conduction 
velocities in the peripheral nervous system and a decrease of central 
neurotransmitters is supposed to account for a general slowing of articulation in old 
speakers (Weismer & Liss, 1991). Although verbal communication experience of 
the elderly can play a role in speaking in old ages, there is also evidence that a 
general mechanism limits elderly speakers’ speech performance. 

Based on findings in the literature we can conclude that there are pronounced 
age differences in the timing of speech in pre-elderly and old speakers (e.g., 
Kail & Salthouse, 1994). Investigations confirmed that elderly speakers adjust 
the length and durational patterns of their utterances according to their 
physiological capacity (Winkworth et al., 1995). Old people’s speech tempo was 
significantly slower than those of young speakers’, they produced significantly 
shorter speech samples and slower articulation than young speakers did 
(Amerman & Parnell, 1992; Huber, 2008; Jacewicz et al., 2010; Bóna, 2012). 
Word durations of elderly people were reported to be significantly shorter than 
those of young speakers, while speech sound durations produced by old speakers 
were remarkably longer than those of young ones (Smith et al., 1987; Bóna, 
2012, 2013; Kent, 2000; Fletcher & McAuliffe, 2015). 
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However, speech timing control of old speakers was shown to be the same as that 
of young speakers in temporal adjustments of consonant articulation according to 
consonant duration and vowel distance (Amerman & Parnell, 1992). Similar 
findings were reported on temporal patterns of VOTs produced by young and 
elderly people (Sweeting & Baken, 1982). Although no significant differences 
were found in VOT values between young and old speakers, variability of the data 
increased with age, both within subjects and between groups. Age did not appear to 
influence accuracy of temporal parameters in lip and jaw tracking (Ballard et al., 
2001). Speech motor control exhibits inherent temporal properties of speech 
production, where some subprocesses and/or some local temporal organization 
may remain intact in aging, may be somewhat resistant to aging effects, or may 
employ specific strategies in old age (Brenk et al., 2009). 

To our knowledge, few investigations were devoted to analysing phrase-final 
lengthening in the elderly. Swedish-speaking young (ages between 20 and 30 
years) and old (ages between 55 and 75 years) speakers’ spontaneous speech 
samples were examined according to the temporal patterns of phrase-final 
lengthening (Hansson, 2003). Findings showed no differences in the lengthening 
patterns depending on age. Speakers of the Chicasaw language were over 60 
years old when their speech samples were examined, and they showed clear 
phrase-final lengthening according to their language specificity (Gordon & 
Munro, 2007). Studies on phrase-final lengthening in aphasic speech report data 
also of age-matched elderly controls where the latter show the phenomenon in 
contrast to aphasic patients (e.g., Hammond, 1990). 

The question is whether the age of Hungarian-speaking adults is a decisive 
factor in phrase-final lengthening. How do old Hungarian speakers implement 
phonemic length differences and different word lengths when realizing phrase-
final vowels as opposed to their realizations in initial and medial positions in 
spontaneous speech? Are there any differences in the elderly’s temporal patterns 
when compared to those of young speakers? Do old speakers regulate utterance-
final lengthening to preserve the phonemically relevant quantity of vowels? How 
do phrasal positions and word lengths influence the temporal patterns of vowels 
produced by old speakers? In this study, we seek to explore temporal patterns of 
phrase-initial, phrase-medial and phrase-final, phonemically short and long 
vowels ([ɔ], [a�]) in words with diverse numbers of syllables focusing on 
possible differences between young and old speakers. No one has analyzed 
phrase-final lengthening in Hungarian elderly speakers’ speech so far. 

Five hypotheses were formulated. (i) Phrase-final lengthening will preserve 
the phonemic quantity differences of the target vowels irrespective of the 
speakers’ age, (ii) phrase-final lengthening would be less expressed in the old 
age than in the young, (iii) target vowels will not show durational differences in 
phrase-initial and phrase-medial positions in old speakers’ speech, (iv) the 
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number of syllables of the words will influence the durations of the target 
vowels occurring in phrase-final positions, and (v) the length of words will have 
a greater effect on vowel durations as produced by old speakers than on those of 
young speakers. 

2 Methodology 

Spontaneous narratives (more than 9 hours’ material) of 10 young subjects (aged 
between 20 and 30, mean: 25 years) and 10 old ones (aged between 70 and 80, 
mean: 75 years) were randomly selected from the BEA Spontaneous Speech 
Database of Hungarian (Gósy, 2012). The topic of the narratives was the same 
with all subjects, they spoke about their (past) jobs, families, everyday activities, 
hobbies. Each group consisted of an equal number of females and males. 
Speakers of the database spoke the Budapest dialect of Hungarian. Articulation 
and hearing were age-appropriate with all subjects, they did not encounter any 
articulation disorder or specific hearing loss. 

A phonemic pair of short and long vowels ([ɔ], [a�]) was selected as target 
vowels (they are, however, different in tongue height and lip rounding). For this 
study, 3,672 vowels were segmented, of which 2,250 were phonologically short 
and 1,422 were phonologically long vowels. Young speakers produced 1,672 
vowels while 2,000 vowels were produced by old people. The vowels occurred 
in phrase-initial (1,034 tokens), phrase-medial (1,412 tokens) and phrase-final 
positions (1,226 tokens) in the last syllables of the words (either in stems or in 
suffixes). Words varied according to their lengths, from disyllabic words to 6-
syllable ones. Occurrences in stems and suffixes were very similar for both 
vowels and in all positions. Young speakers produced 283 short and 265 long 
vowels while old speakers produced 274 short and 211 long vowels. Both 
content words and function words were considered. Special attention was paid to 
the occurrences of the target vowels according to their phonemic length, the 
three phrasal positions, the number of syllables the words consisted of, and the 
ratios of stems and suffixes that contained them. All syllables containing the 
target vowels were unaccented irrespective of their phrasal positions. 

The same target vowels as occurring in monosyllables were analyzed separately 
as a kind of control set. Altogether 1,033 such vowels were considered, of which 
557 were phonologically short and 476 were phonologically long vowels. 

Examples for [ɔ] (in orthography a) vowels both in stems and in suffixes 
(target vowels are written in bold, the abbreviation SIL stands for silence): 

(1) SIL magyar szakra járok bár mostanában már úgy mesélem 
hogy alkalmazott nyelvészetre SIL  
‘I study Hungarian language and literature though presently I 
say applied linguistics’; 

(2) SIL ezzel a kiegészítéssel készen lesz a diploma SIL  
‘the thesis will be ready with this supplement’; 
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(3) SIL tudnak tájékozódni három dimenzióban segítség nélkül SIL 
‘they can orient themselves in all three dimensions without any 
help’; 

(4) SIL akkor könyvkiadóban dolgoztam és korrektori munkát 
végeztem SIL  
‘I have worked in a publisher’s office as a proof-reader’. 

Examples for [a�] (in orthography á) vowels both in stems and in suffixes: 

(5) SIL a barát fontos minden gyereknek SIL   
‘a friend is important for all children’; 

(6) SIL sokan vannak akik dolgoznak de otthagyták mert ez a fajta 
irány SIL  
‘there are many people who are working [beside their studies] 
but they quit because this kind of way’ SIL; 

(7) SIL a bétékán [Bölcsészettudományi Karon] magyar szakra 
járok SIL 
‘I study Hungarian as my major at the ELTE university’; 

(8) SIL arra gondoltam hogy ez a kirándulás SIL  
‘I have been thinking that this excursion’. 

The speech material has been manually annotated by the two authors 
separately according to phrases (periods between two pauses), words and target 
vowels with simultaneous visual feedback in Praat software (Boersma & 
Weenink, 2015). The target vowels were segmented by defining the interval 
between the onset and offset of the second formants of the vowels. Segmentation 
was checked by a third phonetician (in case of disagreement, which was less 
than 1%, the vowels in question were excluded). A specific script was written 
for obtaining the values automatically. Examples for [a�] vowels in phrase-
initial, phrase-medial and phrase-final positions produced by a male speaker are 
shown in Figure 1. 

Durations of the vowels were analyzed according to (i) vowel quality, 
(ii) word length, (iii) phrasal position, and (iv) the speaker’s age. 

The distribution of the data were normal in both ages and in both vowels 
according to the Kolmogorov–Smirnov test (using SPSS 15.0 software). To test 
statistical significance, General Linear Mixed Models analyses were carried out 
to test the effects of the fixed factors position, vowel quality, word length, age, 
and their interactions on durations of the vowels (dependent factors). The 
confidence level was set at the conventional 95%. 
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Figure 1. 

Annotated samples of utterances containing the vowel [a�] in phrase-initial, phrase-
medial and phrase-final positions (bold letters identify the carrier words of the target 

vowels) 

3 Results 

There will be two parts of the analysis in relation of the temporal patterns of the 
target vowels produced by both the young and old speakers. In the first part we 
will focus on the vowels that occurred in polysyllabic words while the other part 
is engaged with the vowels that occurred in monosyllables. 

The presentation of the data will gradually and selectively be extended acc-
ording to the factors that influence the durations of the target vowels as Figure 2 
demonstrates. The data of the physical durations of the phonemically short and 
long vowels will be presented first. The next step concerns the distribution of the 
data according to the phrasal positions followed by extending the durational data 
of young and old adults, separately, on the one hand, and of the phonologically 
short and long vowels, separately, on the other. The next approach contains the 
data of the vowels’ durations in the three phrase positions, distributed according 
to age and phonological length. The durational data according to word length are 
presented in relation to (i) phonological length, (ii) age, and (iii) interrelations of 
the two. Finally, the measured durations of the target vowels will be shown 
according to the phonological length of the vowels, the age of the speakers, the 
three phrasal positions and word length. Durational data of the target vowels 
occurring in monosyllables complete the presentation of the results. 



Phrase-final lengthening of phonemically short and long vowels 107 

 
Figure 2. 

Schematic process of the data analysis according to the factors involved 

Different phonemic durations of [ɔ] and [a�] vowels are reflected by different 
durational values produced by both the young and old speakers (Figure 3). 

 
Figure 3. 

Durations of the vowels analyzed as produced 
by young and old speakers (medians and ranges) 

Measured durations of [ɔ] vowels were significantly shorter than those of [a�] 
vowels. Mean durations of phonemically short vowels turned out to be 100 ms in 
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young and 113 ms in old speakers while those of phonemically long vowels 
were 123 ms in young and 139 ms in old speakers. The differences between the 
short and long vowels were significant in both age groups (for young speakers: 
F(1, 1671) = 22.157; p = 0.011; for old speakers: F(1, 1999) = 17.844; 
p = 0.008). In addition, the durational differences between the young and old 
speakers were also shown to be significant (for [ɔ] vowels: F(1, 2249) = 22.157; 
p = 0.011; for [a�] vowels: F(1, 1421) = 22.157; p = 0.011). 

Vowel durations were analyzed according to the positions of the words in the 
utterance where they occurred in the last syllables of the words. Both phonem-
ically short and long vowels were significantly longer in phrase-final positions 
than either in phrase-initial or phrase-medial positions irrespective of age groups 
(Figure 4). Values of all speakers confirmed the phenomenon of phrase-final 
lengthening in the cases of all vowels irrespective of their phonemic length. 
Durations of the vowels in phrase-medial positions (mean: 99 ms) were 
significantly shorter than those occurring in phrase-final positions (mean: 
146 ms). Vowel durations were shorter in phrase-initial positions (123 ms) than 
in phrase-final but longer than in phrase-medial positions. Statistical analysis 
confirmed that position had a significant effect on the durations of the vowels 
(F(2, 3670) = 51.389; p < 0.001). 

 
Figure 4. 

Durations of the vowels analyzed in phrase-initial, phrase-medial and phrase-final 
positions (medians and ranges) 
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Durations of the vowels in the three phrase positions showed similar patterns 
produced by both young and old speakers (Figure 5). The mean duration of the 
vowels in phrase-initial position was 106 ms in young and 135 ms in old 
speakers, while the mean values were 100 ms and 98 ms, respectively, in phrase-
medial positions. They turned out to be shorter than those occurring in phrase-
final positions produced by young (mean: 142 ms) and by old speakers (147 ms). 
Statistical analysis confirmed that vowel durations were significantly different 
depending both on position and age (for young: F(2, 1671) = 29.403; p = 0.014; 
for old: F(2, 1999) = 26.005; p = 0.018). 

 
Figure 5. 

Durations of the vowels analyzed in phrase-initial, phrase-medial and phrase-final 
positions depending on age (medians and ranges) 

We analyzed the measured durations of the phonemically different vowels in 
the three positions but we did not consider the two age groups separately (Figure 
6). As expected, the durations of the phonemically different vowels are similar 
across the three positions. Mean duration of [ɔ] vowels was 111 ms in phrase-
initial positions, 89 ms in phrase-medial positions, and 138 ms in phrase-final 
positions. Mean duration of [aː] vowels was 139 ms in phrase-initial positions, 
115 ms in phrase-medial positions, and 161 ms in phrase-final positions. The 
smallest difference in durations depending on the phonemic length of the vowels 
was found in phrase-final positions (23 ms, on average vs. 26 ms and 28 ms). 
Statistical analysis confirmed that the durations of both the phonemically short 
and long vowels are significantly different depending on position (for [ɔ]: (F(2, 
2249) = 11.678 p = 0.006); for [a�]: (F(2, 1421) = 13.408; p = 0.021). 
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Data show that old speakers produced both phonemically short and long 
vowels longer than young speakers did. The mean value of [ɔ] vowels produced 
by young speakers was 100 ms in phrase-initial position, 89 ms in phrase-medial 
and 131 ms in phrase-final position. The mean value of the same vowels 
produced by old speakers was 113 ms in phrase-initial position, 88 ms in phrase-
medial and 141 ms in phrase-final position. The temporal values of [a�] vowel 
produced by young speakers were 121 ms, 113 ms, and 157 ms, respectively 
while those produced by old speakers were 153 ms, 118 ms, and 165 ms, 
respectively. There was practically no difference found in the vowel durations 
between young and old speakers in phrase-medial positions. As expected from 
the former analyses, the mean durations of the phonemically long vowels indeed 
exceed all mean durations of the phonemically short ones in the same positions 
in both age groups (Figure 7). The lines in the figures demonstrate the age-
specific differences in the target vowels’ durations. Both the phonemically short 
and long vowels are longer in phrase-initial and phrase-final positions in old 
speakers than in young speakers, particularly in the intitial positions. However, 
the durational patterns are almost the same in phrase-medial positions. 

Word length had a significant effect on vowel durations. Table 1 contains the 
durational values of the vowels analyzed, irrespective of position and age. The 
durations of [ɔ] vowels do not change dramatically according to the number of 
the syllables in the words. Their durations decrease by 18 and 20 ms between 
disyllabic words and words containing 5 and 6 syllables. The decrease of the 
durations of [a�] vowels according to the increasing number of syllables of the 
words is more remarkable, though the values vary. The temporal difference 
between phonemically short and long vowels decreases as word length increases 
(up to 29 ms as the largest difference). 

The decrease of vowel durations according to the increasing length of the 
words can be experienced both with young and old speakers. What is interesting 
here is the different changes of the values in the two age groups. The durations are 
longer in old speakers’ spontaneously produced words that contain 2, 3 or 4 
syllables than the same ones produced by young speakers. However, old speakers’ 
values abruptly shorten in words consisting of 5 and 6 syllables, and become 
shorter than those produced in the same word length by young speakers (Table 2). 

Changes of vowel durations according to increasing word length seem to be in 
connection with syllable reduction in long words. Durations of the vowels 
depending on word length turned out to be signifiantly different in both age 
groups (young speakers: F(5, 1671) = 30.214, p = 0.004; old speakers: F(5, 
1999) = 19.789, p = 0.009). The observed abrupt shortening in words consisting 
of 5 and 6 syllables in old speakers resulted in significant temporal differences 
between these long words and the shorter ones confirmed by post hoc tests (in 
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the case of 5-syllable words vs. shorter ones: p = 0.040, p = 0.037, p = 0.031, 
and 6-syllable words vs. shorter ones: p = 0.032, p = 0.042, p = 0.021). 

 
Figure 6. 

Durations of [ɔ] and [aː] vowels in phrase-initial, phrase-medial and phrase-final 
positions irrespective of age (medians and ranges) 

   
Figure 7. 

Durations of the vowels analyzed in phrase-initial, phrase-medial and phrase-final 
positions produced by young (left) and old (right) speakers (means and ranges). Lines 

connecting the medians help to differentiate short and long vowels’ durations 
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Table 1. Durations of the target vowels depending on 
the number of syllables in words (mean ± standard deviation) 

Number of syllables  Durations of vowels (ms) 
in words [ɔ] [a�] 

2 111±40 129±40 
3 109±45 133±41 
4 103±55 122±39 
5 091±38 131±41 
6 093±31 104±19 

Table 2. Mean durations of the vowels analyzed depending on 
words length and age of speakers (mean ± standard deviation) 

Number of Durations of vowels (ms) 
syllables in words young speakers old speakers 

2 112±40 125±41 
3 110±42 123±46 
4 104±38 116±55 
5 107±51 097±35 
6 102±32 089±20 

Irrespective of phrase position, [ɔ] vowels are produced longer by old 
speakers than by young speakers with the only exception of the words consisting 
of 6 syllables. The vowels in these words were longer in the case of young 
speakers (Figure 8). The range of the vowel durations is wider than in the case of 
the young speakers, with the exception of the longest words. 

Again, irrespective of phrase position, durations of [a�] vowels are similar to 
those of the phonemically short ones (Figure 9). Shortening of the durations can 
be seen in vowels produced by both young and old speakers; however, the 
decreasing tendency is more marked with the old speakers than with the young 
ones. There is no steep decrease in durational values for [a�] vowels in young 
speakers’ speech. Statistical analysis confirmed that durations of both vowels 
depending on word length are statistically different in both age groups (see the 
summary in Table 3). 

Finally, the analysis was extended considering all factors (Figures 10 and 11). 
Vowels were the longest in phrase-final positions, and reductions according to 
increasing word length are particularly characteristic in this position. The changes 
in the values are more marked with old speakers than with young speakers. 
Durations of [ɔ] vowels were the shortest in phrase-medial positions showing 
larger differences in old speakers’ speech than in young speakers’ speech. There 
were no statistically significant differences in durations between the vowels 
occurring in phrase-initial and phrase-medial positions in young speakers. The 
same differences in old speakers, however, proved to be significant (F(5, 1998) = 
23.589, p = 0.001). 



Phrase-final lengthening of phonemically short and long vowels 113 

 
Figure 8. 

Durations of [ɔ] vowels depending on word length produced by 
young and old speakers (medians and ranges) 

 
Figure 9. 

Durations of [aː] vowels depending on word length produced by 
young and old speakers (medians and ranges) 
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Figure 10. 

Mean durations of [ɔ] vowels depending on word length 
in three positions produced by young speakers 

 
Figure 11. 

Mean durations of [ɔ] vowels depending on 
word length in three positions produced by old speakers 

The same analysis was carried out focusing on phonemically long vowels’ 
durations considering words length, phrase position and age (Figure 12 for 
young and Figure 13 for old speakers). Values of [a�] vowels show similar 
distribution to what was experienced with phonemically short vowels. Vowels 
were longer in phrase-final positions than in phrase-medial positions in both age 
groups; however, durational patterns are different when considering all phrase 
positions. There were no statistically significant differences in durations of 
vowels occurring in phrase-initial and phrase-medial positions in young 
speakers’ speech. On the contrary, it was between phrase-initial and phrase-final 
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positions that no significant differences were found in vowel durations in old 
speakers’ speech. 

 
Figure 12. 

Mean durations of [a�] vowels depending on 
word length in three positons produced by young speakers 

 
Figure 13. 

Mean durations of [a�] vowels depending on 
word length in three positions produced by old speakers 

Results of the statistical analysis of the temporal patterns and their interactions 
for the vowels produced in polysyllabic words are summarized in Table 3. (The 
results of the detailed statistical analysis are given in the text.) 
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Table 3. Statistical data of the durational patterns of the vowels analyzed, as occurring in 
polysyllabic words (the value of df2 is 3.671 in all cases) 

Factors df1 F-value p-value 

position 2 51.389 < 0.001 
vowel quality 1 88.932 < 0.001 
word length 4 07.336 < 0.001 
age 1 10.934 = 0.001 
positon * word length 8 02.481 = 0.006 
position * age 2 12.967 < 0.001 
vowel quality * word length 4 07.762 < 0.001 
position * vowel quality * age 2 06.676 = 0.001 
vowel quality * word length * age 4 03.426 = 0.004 
position * vowel quality * age * word length 6 03.341 = 0.002 

3.1 Temporal patterns of monosyllables 
Monosyllables are characteristically longer than the syllables of polysyllabic 
words (e.g., White & Mády, 2008; Gósy & Krepsz, 2017a). Therefore, it is 
expected that vowels of monosyllables should also be longer than those 
occurring in longer words. In addition, all monosyllabic content words have 
word stress (at least theoretically), while the syllables we measured in this study 
so far have definitely no perceivable lexical stress (according to the authors’ 
judgement). Considering all these facts, we decided to pay special attention to 
vowel durations occurring in monosyllables in both age groups, and analyzed 
them separately from those in polysyllabic words. Table 4 summarizes the 
descriptive data. 

All phonemically long vowels produced by both the young and old speakers 
were significantly longer than the phomemically short vowels. All vowels 
produced by old speakers were significantly longer than those produced by 
young ones. Phonemically short vowels produced both by young and old 
speakers show quasi-regular changes according to phrase positions: those 
occurring in phrase-medial positions were the shortest while those occurring in 
phrase-final positions were the longest. Durations of vowels occurring in phrase-
initial positions fall in between (Figures 14 and 15). 

Statistical analysis of the target vowels occurring in monosyllables confirmed 
significant differences in durations of vowels (for young speakers: F(1, 547) = 
27.155; p = 0.016; for old speakers: F(1, 484) = 19.306, p = 0.011). In addition, 
phrase position also proved to have a significant effect on durations (young 
speakers, [ɔ] vowels: F(1, 282) = 17.033, p = 0.018 and [aː] vowels: F(1, 264) = 
19.345, p = 0.017; old speakers, [ɔ] vowels: F(1, 273) = 10.414, p = 0.021 and 
[a�] vowels: F(1, 210) = 20.686, p = 0.012). 



Phrase-final lengthening of phonemically short and long vowels 117 

Table 4. Mean durations and standard deviations (mean ± SD) of 
the target vowels in monosyllables depending on position and age 

Position Mean duration of vowels (ms) 

 Young adults Old adults 
 [ɔ] [a�] [ɔ] [a�] 
phrase-initial 095±64 117±26 148±81 176±45 
phrase-medial 089±50 096±29 139±78 151±56 
phrase-final 136±67 151±33 181±59 205±51 

Temporal patterns of both the phonemically short and long vowels in 
monosyllabic and polysyllabic words are similar in young adults. The mean 
values of the short vowels are longer in monosyllables than those occurring in 
polysyllabic words; however, no differences were found between them occurring 
in phrase-medial positions. Durations of phonemically long vowels are longer in 
polysyllabic words in all positions although the differences are not large in all 
cases. The temporal differences of the target vowels between phrase-medial and 
phrase-final positions are more marked in monosyllables than in polysyllabic 
words in young adults. 

 
Figure 14. 

Durations of the target vowels that occur in monosyllables depending on 
phrase position in young speakers (means and ranges) 
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Figure 15. 
Durations of the target vowels that occur in monosyllables depending on 

phrase position in old speakers (means and ranges) 

The durational values of the target vowels produced by old speakers are 
longer in monosyllables than in polysyllabic words without exception. Phrase-
final lengthening is more marked in phonemically long vowels in monosyllables 
while it is more marked in phonemically short vowels in polysyllabic words. The 
strength of phrase-final lengthening (expressed in longer durations compared to 
phrase-medial position) seems to be different depending on age. 

4 Conclusions 

Several questions were raised concerning phrase-final lengthening in 
spontaneous speech, in view of the agglutinating nature of Hungarian. We 
wanted to obtain evidence for (i) phrase-final lengthening using two vowels 
differing in phonemic quantity ([ɔ], [a�]), (ii) preservation of the target vowels’ 
phonemic quantity in phrase-final positions, (iii) the durational differences of the 
target vowels depending on phrasal positions, (iv) the effect of word length on 
the target vowels’ durations, and (v) the assumed differences in temporal 
patterns betwen young and old speakers differing by 50 years, on average. 

Our results confirmed again – in accordance with the former research results 
(e.g., Gósy & Krepsz, 2017a) – that utterance-final lengthening does exist in 
Hungarian spontaneous speech. As expected, both phonemically short and long 
vowels were significantly longer in phrase-final position than in initial and 
medial positions irrespective of age. This means that old speakers’ production 
exhibits the same effect on vowel durations in the phrase-final positions as was 
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observed in young speakers. We can conclude that phrase-final lengthening is a 
phenomenon that is characteristic of speech (and language) but not of adult age. 
So, our first hypothesis was confirmed. 

Our findings supported the claim that phonemic vowel quantity contrasts are 
preserved in all phrasal positions, including phrase-final ones. The clear distinction 
between short and long vowels also in phrase-final positions suggests that speakers 
avoid violating the phonemic patterns of the vowel system. Speakers preserved the 
phonological quantity differences of the target vowels in all phrasal positions 
meaning that the measured durations of the phonologically long vowels were 
longer than those of the phonologically short ones. So, our hypothesis was also 
confirmed here. We hypothesized that phrase-final lengthening would be less 
expressed in the old age group than in the young one. Findings did not support this 
assumption: Temporal patterns of phrase-final lengthening showed similar 
tendencies in the cases of both the young and old speakers. 

Results showed that significantly different durations were produced by the 
young and the old speakers. The target vowels of the polysyllabic words were 
longer in old than in young speakers irrespective of the phonemic length 
differences of the vowels. This can obviously be explained by the old age: the 
relatively slow articulation gestures and slow cognitive operations of the old 
speakers. It has often been noted that older adults used slower speaking rates 
(e.g., Shipp et al., 1992; Winkler et al., 2003; Bóna, 2013). 

Vowels were the shortest in phrase-medial positions and longest in phrase-final 
positions in both the young and old age groups. However, differences were found in 
the measured durations between the phrase-initial and phrase-medial positions 
depending on age. The durational differences of the target vowels in these two 
positions were less large as produced by young speakers than in those produced by 
old speakers. We suggest that old speakers seem to signal the phrase-initial position 
to a larger extent than did the young speakers. The reason behind this temporal 
difference may be in connection with the old speakers’ supposed intention to mark 
the beginning of their phrases. However, further research can confirm or reject this 
assumption. We hypothesized that target vowels would not show durational 
differences in phrase-initial and phrase-medial positions in old speakers’ speech. 
This assumption, however, was not confirmed. 

The temporal patterns in relation to the number of the syllables of the words 
showed similar tendencies in old speakers as it was found with the young 
participants. The slight differences concern the reduction patterns. The 
reductions of the vowel durations according to the increasing length of the words 
showed both increased and decreased mean values in the case of young speakers, 
particularly in phrase-initial and phrase-medial positions. The reductions are 
more gradual according to the increasing number of syllables in the words in the 
case of old speakers, particularly in phrase-final positions. Old speakers scarcely 
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reduce the vowel durations in the other two phrasal positions. We think that the 
reduction differences depending on age are in connection with slower 
articulation and slower high-level operation of speech planning with old 
speakers. The similar durations of the target vowels in phrase-initial and phrase-
medial positions as well as the decrease of durations along with the increase of 
word length in old speakers’ speech is assumed to be the consequences of both 
their breathing and cognitive processing (Hooper & Cralidis, 2009). 

We hypothesized that old speakers would reduce their vowel durations in the 
phrase-final positions in long words more than young speakers would do. The 
data supported this assumption in the case of words consisting of 5 and 6 
syllables. We suggest that physiological constraints of the old speakers would 
result in the need of reduced articulation of final vowels of the long words. The 
question is, however, whether accessing lemmas or the whole phonological 
forms prior to articulation takes longer time for old speakers that requires in 
some sort of fast finishing the articulation of the long words. Or, it is just the 
necessary articulation of 5 and 6 syllables without breaking off as it is possible 
between two shorter words in connected speech (breathing capacity, control over 
the structure of the long words, specific articulation strategy of elderly speakers, 
cf., Brenk et al., 2009). 

The target vowels in monosyllables were significantly longer than in 
polysyllabic words produced by old speakers. This finding can be explained by 
the different lexical access of short and long words, on the one hand, and by 
some time gaining behavior of the old speakers they use in the cases of the 
monosyllables. We suggest that the different temporal patterns of the target 
vowels depending on phrasal positions between young and old speakers is the 
result of the old speakers’ intention to mark largely the phrasal positions. Old 
speakers want to be understood more than young speakers do. 

We conclude that clear distinction of short and long vowels also in phrase-
final positions suggests that speakers avoid violating the phonemic patterns of 
the vowels irrespective of age. Speech motor control refers to the systems and 
strategies that control the production of speech (Kent, 2000), and this control 
works throughout the speaker’s lifespan. The temporal patterns analyzed in this 
research show some age-specific differences along with the preservation of the 
phonological representations of the target vowels and their physical realizations. 

The findings of our research raise further questions on the possible effect of 
individual speech planning and articulation on the temporal patterns of the 
phrase-final syllables of words across ages. This requires further investigations. 
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Abstract 
In this study, we present a non-invasive method for investigating laryngeal 
movement in the production of ejective sounds. Being non-invasive, this 
method can be used easily in the study of spontaneous speech. Typically, 
EMA is used to track the tongue and lip movements in speech production. 
In this study, we recorded four Georgian native speakers with four sensor 
coils on the outside of the skin – just above the larynx – in the area of the 
cricoid cartilage. The analysis reveals that there is considerably greater 
movement of the coils during the production of ejectives as compared to 
pulmonal sounds. These movement patterns of the skin above the larynx 
are admittedly of very complex nature. To attribute the movement solely 
to the larynx is problematic. Nonetheless, this method may help to 
understand the production mechanism of ejectives. 

Keywords: Georgian, Ejective, Larynxmovement, EMA 

1 Introduction 

Ejective sounds are relatively rare in European languages and occur only in the 
Caucasus region (e.g., in Georgian), and by implication are not very well 
investigated. Ladefoged and Maddieson (1996) refer to ejectives as “not at all 
unusual sounds, occurring in about 18 percent of the languages of the world”, 
but in quite diverse language families (e.g., Mayan and Chadic). The ejective 
production mechanism can be applied to produce plosives, affricates and 
fricatives both midsagitally and laterally. Plosive and affricate ejectives are most 
common, while fricative and lateral ejectives are only found in a handful of 
languages worldwide (Maddieson, 2013). Velar articulations seem to be most 
favored for ejective stops, cf., Greenberg (1970) and Maddieson (1984). Uvular 
ejective stops are also reported to be fairly common. Amongst the affricates, [ʦ’] 
and [ʧ’] seem to be widely spread (Maddieson, 2013). 

In the Caucasus almost every language of the indigenous language families 
exhibits ejectives, i.e., languages from the Kartvelian (Southwest Caucasian), 
from the Nakho-Dagestanian (Northeast Caucasian) and from the Abkhazo-
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Adyghean (Northwest Caucasian) language families. But there are also Indo-
European languages spoken in the area such as Ossetic and East Armenian 
which have ejectives included into their phoneme system. Thus, the presence of 
ejectives seems to be an areal phenomenon of the Caucasus. 

In these languages as well as in the languages of the indigenous Caucasian 
language families there is typically a threefold opposition between voiced, 
voiceless and ejective plosives and affricates. The plosive triples are most 
common for the labial, dental, velar and uvular places of articulation, while 
affricate triples are typically alveolar or palato-alveolar. For the East Caucasian 
languages, we typically find an additional binary opposition of the lateral 
ejectives (vs. their voiceless counterparts). Some Northwest Caucasian 
languages (e.g., Kabardian, Adyghe) also have a threefold opposition for 
fricatives, which include ejective fricatives (Klimov, 1994; Vinogradov, 1967). 

In Georgian, there are three-way oppositions for labial [b ~ p ~ p’], dental [d 
~ t ~ t’] and velar [g ~ k ~ k’] plosives on the one hand, and alveolar [ʣ ~ ʦ ~ 
ʦ’] and palato-alveolar [ʤ ~ ʧ ~ ʧ’] affricates on the other. Additionally, we 
find a singleton uvular ejective, mostly denoted [q’], which may phonetically 
surface, depending inter alia on speaker and speaking style, as an ejective 
plosive, fricative or affricate. 

The production of ejectives involves a non-pulmonal airstream mechanism. 
The airstream is invoked by raising of the closed larynx. At the same time there 
has to be a constriction (plosive, fricative, or affricate) taking place in the 
supraglottal space, namely the mouth. The raising of the closed glottis leads to 
an increase in pressure in the space behind the constriction. Due to greater 
pressure drop, ejectives sound more prominent compared to pulmonal sounds 
(Ladefoged & Maddieson, 1996). 

Figure 1 illustrates the phases of ejective plosive production. Phase one 
represents oral and glottal closure, and raising of the larynx. Phase two indicates 
the compression of air inside the enclosed oral section. Finally, phase three 
points out the oral release burst, while the glottis remains closed. 

Figure 2 illustrates the main difference between ejective plosive production 
and ejective affricate production. In phase three the larynx is lifted up even 
further, while the larynx remains closed. The oral release burst is accompanied 
by friction. 

The following example out of our data represents a typical acoustic pattern of 
an ejective plosive (Figure 3), in this case for the Georgian syllable [p’a]. This 
pattern is characterized by three acoustic phases: 

• aperiodic noise of pressure release (ASP) 
• silence (PAUS) 
• (optional) creaky transition into vowel (CREAK). 
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Figure 1. 

Phases of ejective plosive production 

 
Figure 2. 

Phases of ejective affricate production 

 
Figure 3. 

The acoustics of an ejective plosive; segments in the CV tier; sound phases (Audio tier); 
oscillogram and sonogram for syllable [p’a], speaker I (f) 



130 Bückins, A., Greisbach, R., & Hermes, A. 

Georgian specifically distinguishes on the phonetic level between voiceless 
plosives / affricates, strong aspirated plosives / affricates, and ejective plosives / 
affricates. In the traditional grammar of Georgian they are often called voiced 
plosives / affricates, voiceless plosives / affricates and glottalized plosives / 
affricates, respectively (e.g., Tschenkeli, 1958, p. XLVII; Cherchi, 1999, p. 2). 

Not much is known about variation in ejective production, be it inter-language 
or inter-speaker specific. Grawunder et al. (2010) give an overview on the 
production of ejectives in a number of Caucasian languages, but they only focus 
on specific phonetic parameters not comparing the production across languages. 
Listening to news in radio broadcasts leads subjectively to the impression that 
e.g., the ejective production in Avar (a Nakho-Dagestanian language) is 
stronger, causing auditorily a click-like impression of Avar ejectives compared 
e.g., to Georgian ejectives, which sound smoother. 

Empirical evidence for variation in ejective production can be found in Lindau 
(1984), who points out significant cross-linguistic and inter-speaker variation in 
the comparison of velar ejectives in Hausa and Navajo. 

Independent from speech rate, Lindau (1984) proposes the main difference 
between Navajo and Hausa speakers to be the long glottal closure in Navajo. 
The Navajo glottal closure is furthermore released into creaky voice. 

Due to the small number of speakers typical for studies on ejective sounds it is 
difficult to decide whether certain parameters of ejective production are cross-
linguistic differences or speaker-specific phenomena. 

Articulatory investigations on ejectives are relatively rare. Grawunder et al. 
(2010) describe in an impressionistic way the elevation of the larynx during 
ejective production for one speaker of Georgian. 

Alongside the examination of prosodic features or the consequences of speech 
disfluency (e.g., repetitions, repairs, pauses) spontaneous speech offers the most 
intuitive and therefore natural data of articulatory gestures. To visualize articula-
tory movement in a spontaneous speech setting with no restriction on speech 
aside from topic or task given by the supervisor is problematic due to the 
necessary invasive methods. One of the most common methods to investigate 
articulatory movement of the frontal area of the vocal tract is Electromagnetic 
Articulography (EMA). Sensory connector coils are positioned on the lips and 
inside the subject’s mouth to display exact information on lip, tongue and jaw 
movement. 

In this pilot study, we propose the possibility to record articulatory data of 
laryngeal mechanisms in spontaneous speech. Thus, EMA is used as a non-
invasive method to analyze larynx movement in the production of Georgian 
ejective sounds. This method is non-invasive in that it is quick to adjust, and 
comfortable for the speaker, in that it does not restrain articulation in any way. 
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Our main motivation was to 

• visualize the ejective production mechanism 
• display articulatory movement of the larynx non-invasively 
• collect rare articulatory data of ejective sounds 

We expect greater movement of the sensory connector coils during the 
production of ejectives as compared to pulmonal sounds, as well as noticeable 
changes in the data. Therefore, we propose that the skin movement pattern for 
ejectives will be more prominent than the movement pattern for pulmonal 
sounds with the same place and manner of articulation. Furthermore, the skin 
movement pattern for ejective affricates is expected to be more prominent than 
the movement pattern for ejective plosives due to the larger raising of the larynx. 
As male and female speakers differ in gender-specific laryngeal anatomy, more 
conclusive data might be observed in male speakers. 

2 Method 

Usually, one can observe the larynx movements in male speakers very easily. 
Due to their naturally prominent anatomy of the thyroid cartilage the raising and 
lowering of the larynx is visible. This could be recorded on video, but would 
inter alia require the speaker to be clean-shaven. An adaptive use of the 
Electromagnetic Articulography (EMA) avoids the necessity of prominent 
larynx anatomy and the exclusion of female speakers from the study. 

Typically, EMA is used to monitor tongue and lip movements in speech 
production. EMA requires coils behind the ears, the bridge of the nose, and on 
tongue root, body and tip, which were also included in this study. Figure 4 
illustrates how we placed four additional sensor coils on the outside of the skin 
just above the larynx in the area of the cricoid cartilage of the speaker. A further 
coil was added on the back of the neck to control for head rotation. 

Figure 5 serves as an example of the EMA coils attached to record the 
movement of the larynx. Recordings were done with the AG501 EMA (Carstens 
Medizinelektronik) with a sampling rate of 250 Hz. EMA allows to monitor the 
position of up to 16 coils in a magnetic field, which is positioned above the 
speaker. The audio signal was registered synchronously at 48 kHz. Labeling was 
done within EMU Speech Database System (Cassidy & Harrington, 2001), 
further analysis and graphs with the R programming language. 

To focus on the differences between the ejective sounds and their pulmonal 
counterparts we segmented every word into its segments and evaluated the 
position of the laryngeal coils at the temporal midpoints. As the movement of 
the head is expected to be small from one word to the next one within a 
recording sweep, but may be great from one sweep to the next, we averaged the 
coil position of the 3 plosives / affricates (taken in the center of every friction 
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part) in every sweep of e.g., [ts’-], [dz-] and [ts-] and set this average to be the 
origin of the coordinate system (i.e., the data was ipsativated). 

 
Figure 4. 

Position of the EMA coils on the outside of the neck 
just above the larynx in midsagittal plane 

 
Figure 5. 

EMA coils for speaker E during EMA recording 
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2.1 Subjects 

For this study, four native Georgian speakers between 20 and 40 years were 
recorded (three female, one male). The female speakers are referred to as E, I 
and N. The male speaker is referred to as B. All speakers lived in Cologne or 
proximate vicinity at the time of recordings. They were all fluent in their native 
language and also competent in its literacy. 

2.2 Speech Material 

The corpus of this pilot study is based on the ejective contrast in Georgian, 
which is summarized for the apical consonants in Table 1. 

For this pilot study we used word lists, consisting of minimal pairs or triples. 
The contrastive pairs and triples are summarized in Table 2. To avoid the 
influence of strong prosodic boundaries (end of the utterance), the first word of 
the respective contrast was repeated at the end of every recorded sweep and 
excluded from the analysis. 

Table 1. Exemplary plosive and affricate contrasts in Georgian 

Plosive Affricate Grammar Phonetics 
[d]  [dz]. voiced voiceless 
[t]. [ts].  voiceless strong aspirated 
[t’] [ts’] glottalized ejective 

Table 2. Contrastive minimal pairs and triples 

პაპა [p’ap’a] 
‘grandfather’ 

ფაფა [papa] 
‘porridge’ 

 

 ფარი [pari] 
‘shield’ 

ბარი [bari] 
‘spade’ 

პური [p’uri] 
‘bread’ 

ფური [puri] 
‘cow’ 

 

ტარი [t’ari] 
‘handle’ 

თარი [tari] 
‘tar’ (musical 
instrument) 

დარი [dari] 
‘good weather’ 

წელი [ts’eli] 
‘year’ 

ცელი [tseli] 
‘scythe’ 

ძელი [dzeli] 
‘log’ 

წერა [ts’era] 
‘write’ 

ცერა [tsera] 
‘little finger’ 

ძერა [dzera] 
‘vulture’ 

კერა [k’era] 
‘hearth’ 

ქერა [kera] 
‘blond’ 

 

Seven repetitions of these contrasts, and therefore 476 target words were 
taken into analysis. The subjects simply read them out. 
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3 Results 

In the following, we present the results for the movement of the coil fixed above 
the larynx. Since all of the coils attached on the larynx did show a similar 
movement, we focused on the upper central coil #3 (see Figure 4). 

The movement (of the skin) above the larynx can be illustrated by discrete 
production phases, as displayed in Figure 6 for [ts’eli]. It is possible to stepwise 
track the movement pattern of the coil centered above the larynx. The trace of 
the coil starts on the bottom left. It represents the closure phase (here the larynx 
is lowered and in the back). The following part (denoted /ts’/) shows the phase 
of the non-pulmonal burst mechanism: the closed glottis is pushed up, thus 
increasing the air pressure above the glottis and producing a fricative noise in the 
alveolar region. When the upward movement stops, the fricative noise in the 
audio signal ends immediately and the vowel (denoted /e/) begins. Throughout 
the rest of the word (denoted /li/) the laryngeal coil moves continuously 
downwards. 

 
Figure 6. 

Dynamics of coil centered above the larynx (left; scales in mm) and 
acoustic signal (right) for [ts’eli] relative to the bite plane; speaker N (f) 

3.1 Ejective affricate contrasts 

We find a relatively consistent pattern of the skin position just above the larynx 
over all 7 repetitions. The following example refers to the affricate contrast in 
the minimal triple [ts’eli] vs. [dzeli] vs. [tseli] and includes all 4 speakers (Figure 
8). Displayed is the coil position in the center of every sound relative to the x-y-
coordinate system defined by the bite plane. Depending on the general 
physiological posture of a person (e.g., upright or buckled) and the posture of the 
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head during the recording the contour of the neck as well as the movement 
direction of the larynx will be more or less perpendicular to this coordinate 
system. Any componential interpretation of the patterns in upward-downwards 
and forward-backward direction has therefore to be done with caution. 

 
Figure 8. 

Larynx coil in [ts’eli] vs. [dzeli] vs. [tseli] for speakers I, N, E (all female) and B (male); 
scales are in mm; the ellipses denote the 80% confidence interval 

The 80% confidence ellipses surrounding the squares (Figure 8) reflect the 
position of the larynx coil while producing the affricate ejective [ts’]. It is 
positioned above all other ellipses especially the one surrounding the triangles 
(voiceless [ts]) and the filled circles (voiced [dz]), which indicates the larynx has 
been in a more raised position. For the vowels [e] (grey empty circles) and [i] (black 
empty circles) of the minimal triple frame ([-eli]) the larynx is in a lower position 
for most speakers as compared to all of the consonants. These coordinates serve as 
points of reference. Furthermore, the ejective coordinates (squares) are displayed 
on the left, for all three female speakers, which means that the skin is being pulled 
back in relation to the vowels, not pushed out. For the male speaker there is no 
backward shift in relation to the reference bite plane. 

3.2 Ejective plosive contrasts 

The following example (Figure 9) refers to the ejective plosive contrasts in the 
triple [t’ari] vs. [dari] vs. [tari] and includes 7 repetitions of all 4 speakers. The 
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results are comparable to the ejective affricate contrasts (Figure 8), even though the 
movement in up-down-direction is not as prominent for the ejective plosives. 

To compensate for any movements of the speaker during a recording session, 
we took the ipsative coordinate values of every minimal triple taken in the center 
of every consonant. What we do compare are the differences between the 
consonants uttered in immediate neighborhood of an utterance. 

Thus, a direct comparison between plosive ejectives and affricate ejectives is 
not possible, because the reference points of the coordinate systems depend on 
the coordinates of all members of the triple the sound in question belongs to, and 
not on the absolute values. All we can say is that the distribution patterns 
between affricates and plosives are similar and the magnitude of the 
displacement relative to the vowels is larger for ejective affricates than for 
ejective plosives. 

 
Figure 9. 

Larynx coil in [t’ari] vs. [dari] vs. [tari] for speakers I, N, E (all female) and B (male); 
scales are in mm; the ellipses denote the 80% confidence interval 

4 Summary 

This pilot study on Georgian provides preliminary evidence that there is a larger 
movement of the skin in ejectives compared to pulmonal sounds. The skin above 
the larynx is shifted higher upwards than in the following vowels. The 
magnitude of the skin movements depends on the individual anatomical 
disposition of the speaker, but seems to be a little bit higher for affricates than 



Larynx movement in the production of Georgian ejective sounds 137 

for plosives. No difference in magnitude of the movement between male and 
female speakers was found. 

In the female speakers there is a simultaneous backward shift of the skin, 
probably due to the angle between neck and bite plane. For the male speaker no 
backward shift is noted. This difference might be attributed to the anatomical 
differences of the male and female cricoid cartilage. Fixed on the skin slightly 
above the cricoid cartilage in rest position, the coil under observation is moving 
upwards, as the skin is pulled upwards by the cricoid cartilage. Typically, the 
cricoid cartilage is moving further up than the skin above it, which is clearly 
visible in male speakers. Thus, in the most upward position the coil will no 
longer be situated above the cricoid cartilage, but probably exactly on the top of 
the cricoid cartilage or even below it. As in male speakers the cricoid cartilage 
forms an outward bulb on the skin, the coil is expected to be shifted in the front-
back direction as well, either forward or backward, depending on its initial 
position. 

5 Conclusions 

We were able to visualize movement patterns of the ejective production 
mechanism, but we are aware that these patterns are of a very complex nature. 
The movement of the skin above the larynx is influenced not only by the 
movement of the larynx, but also by  

• movement of the hyoid bone and attached muscles on the neck 
while speaking, 
• movement of the mimic muscles while speaking and opening the 
jaw (platysma), 
• movement of the head and attached muscles on the neck while 
speaking (sternomastoid) (Gray & Drake, 2008). 

To attribute the recorded movements exclusively to the larynx is therefore 
problematic, as well as controlling for all those factors above. Nonetheless we 
did observe movements that are consistent with the laryngeal mechanism for 
ejective production, and propose our adapted version of Electromagnetic 
Articulography to be used for laryngeal research in spontaneous speech. 
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Abstract 
Covert contrasts represent intermediate productions that allow us broader 
insight into how children acquire a phonological system. However, little is 
known about the use of covert contrast in the development of speech 
sounds in children with cochlear implants (CIs). In particular, are these 
children using covert contrast in the same way that children with normal 
hearing (NH) do? Nine congenitally deafened children with CIs, ages 2;11 
to 6;4 years (M = 4;9), who were implanted before age 3 were matched to 
typically developing children by articulation ability and gender. Their 
VCV productions from the OlimSpac were rated by 33 experienced 
listeners on an equal appearing interval scale to rate the phonetic accuracy 
of /t/ and its production as a substitution for /d/ and /ʧ/. Results indicated 
no differences in [t] production across groups. However, children with NH 
had a large, well-developed contrast between /t/ and /d/, but the later 
developing /tʃ/ showed little contrast with /t/. Children with CIs 
demonstrated the opposite trend. Their [t] for /d/ substitutions were more 
/t/-like, suggesting insufficient covert contrast for the voicing difference 
between these phones. However, they displayed a larger contrast for /t/ 
and /tʃ/ than the children with NH. 

Keywords: speech production, speech sound development, cochlear 
implants, covert contrast, listener ratings 

1 Introduction 

Speech perception may be categorical, but speech production is not (Munson et 
al., 2010). Since human speech is characterized by inter- and intraspeaker 
variation, the precision of speech sounds can fall anywhere along the continuum 
between two phonemically similar sounds. This phenomenon rarely presents a 
problem in normal conversation, as listeners are biased to resolve ambiguous 
sounds to perceive words rather than nonwords (Strombergsson, Salvi, & House, 
2015). However, a listener’s strong sense of categorical perception begins to 
break down when he/she is asked to estimate the “goodness” of a sound 
production on a scale between two potential target phonemes, rather than using a 
simple forced-choice task (Strombergsson et al., 2015). While not always the 
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case, some of these ambiguous or less “good-fitting” sounds can be acoustically 
different from the target phonemes in ways that are detectible using spectro-
grams and other acoustic methods. As such, these ambiguous productions com-
prise a category of sounds known as covert contrasts, which are defined as 
“impressionistically homophonous [speech sound] categories that can be reliably 
distinguished at the phonetic level” (Kirby, 2011, p.1090). 

In this paper, we will focus on the use of covert contrast in the development of 
speech sounds by children with cochlear implants (CIs) as one of several factors 
that influence speech development. Since each language has its own phonologi-
cal contrasts, children must master specific perceptual and articulatory skills to 
become a proficient speaker of that language. In particular, infants need to learn 
which aspects of a sound function as unique cues for the production of 
meaningful speech. As young children develop phonetic categories, they go 
through a stage where their productions may be perceptually unreliable but 
acoustically distinct (i.e., covert contrasts). This type of production is often used 
as evidence against the traditional view that pronunciation shifts in children are 
caused by solely phonological changes (Scobbie et al., 1996; Strombergsson et 
al., 2015). As such, covert contrasts represent intermediate productions that are 
their own stage of learning, allowing researchers broader insight into how 
children acquire a phonological system (Hewlett & Waters 2004; Munson et al., 
2012; Munson et al., 2017). Additional support for the use of covert contrast in 
speech development comes from the fact that children with speech sound 
disorders who produce covert contrasts have much better prognoses in treatment 
than those who do not (Byun et al., 2016). 

1.1 Covert contrast 

The fact that a child produces a covert contrast between two phonemes suggests 
that he/she can perceive some difference between them (Byun et al., 2016), 
which can then be refined into distinct phonemes. Research has shown that 
covert contrast has been observed for place of articulation for stops (Forrest et 
al., 1990), place of articulation for fricatives (Li et al., 2009), and voicing for 
stops (Macken & Barton, 1980). Of particular interest here is the research that 
describes factors that influence the perception of covert contrast. For instance, 
the context of the speech sound influences its perception. Sounds presented in 
real words are easier to detect than those presented in non-words (as reviewed by 
Strombergsson et al., 2015). These researchers also noted that the frequency of 
the phonotactic context and the listener’s level of experience also influences the 
perception of covert contrast. Finally, Munson et al. (2010) demonstrated that 
speaker age influences the perception of covert contrast. These researchers 
described how older speakers’ ambiguous phoneme productions were more 
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likely to be judged as errors because the listener expected that elders should have 
well-developed phonemes. 

The perception of subtle differences in speech sounds is essential for individ-
uals who may receive a distorted or diminished speech signal, such as children 
who use cochlear implants (CIs). It has been well-documented that the signal 
delivered by CIs, although adequate for reasonably accurate speech perception, 
is significantly degraded in relation to the acoustic information that is available 
to a person with normal hearing. This is due to the processing methods common 
to CIs (Pisoni et al., 1999; Spencer, 2002). This modified speech signal might 
influence the speech features noted in the speech production of children who use 
CIs and might negatively impact the production of covert contrast. 

1.2 Speech production in children with CI 

There is significant variation in the speech production skills of children who use 
CIs. One of the predictors of speech accuracy is whether or not the child has 
successfully formed phonological representations of the speech sounds they are 
attempting to use (James et al., 2008). The production of covert contrast 
indicates that such phonological representations are developing, as the speaker is 
producing some acoustic difference between attempts that may be perceived as 
phonetically similar. Successful use of covert contrasts in children in the early 
stages of cochlear implant use would suggest they are likely to achieve better 
speech intelligibility than those who produce clear phoneme substitutions for 
longer periods of time. 

Despite demonstrated variability in speech intelligibility, children with 
hearing loss show an initial accelerated growth in phoneme development after CI 
implantation, followed by a plateau where consonantal order of acquisition 
generally mirrors that of NH children, but at a slower rate (Blamey et al., 2001; 
Serry & Blamey, 1999; Spencer & Guo, 2013). This finding is more robust when 
device experience, as opposed to the chronological age of the child, is used as 
the metric for comparison with typically developing children (Flipsen, 2011). 
Nevertheless, some studies have suggested that the order of consonant 
acquisition in children with CIs differs slightly from that of typically developing 
children. Ertmer et al. (2012) found that some late-developing phonemes were 
produced more accurately than middle- or early-developing phonemes. Several 
other studies have identified that the /t/ productions of children with CIs were 
significantly less accurate than those of children with normal hearing (NH; 
Blamey et al., 2001, Chin, 2003; Ertmer et al., 2012). These same studies 
showed that production of /d/ was not similarly delayed. Additionally, the later-
developing affricate /ʧ/ has been shown to emerge in children with CI 
significantly earlier than in children with NH (Ertmer et al., 2012; Spencer & 
Guo, 2013). Nevertheless, these trends have not been noted consistently, perhaps 
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due to differences in research methodology, such as whether the researchers 
used broad or narrow transcription. 

Given the noted differences in the speech production ability of children with 
CIs, it is likely that phonetic transcription alone will not adequately describe 
their early speech productions. This hypothesis led researchers to consider 
different measurement techniques. For instance, Schellinger and colleagues 
(2017) demonstrated that listeners could distinguish small, but statistically 
significant differences, in phonetic detail in children’s speech when asked to rate 
productions on a visual analogue scale (VAS). Hence, increasing the depth of 
perceptual choice could produce a tool that can reliably reveal covert contrasts 
that listeners have been unable to identify using forced-choice or transcription 
measures alone. Such a finding is useful because assessing the presence of 
covert contrasts in speech productions holds clinical value (Munson et al., 2012). 
For instance, children who produce covert contrasts have a much higher 
likelihood of learning to correctly pronounce target phonemes than those who do 
not (Strombergsson et al., 2015), and children with speech-sound disorders who 
do not produce covert contrasts typically require longer treatment times (Tyler et 
al., 1993). Finally, the ability to measure the presence of covert contrast would 
imply the ability to track the progress of phoneme development from immaturity 
to maturity. Clinicians would not be forced into a choice of either correct or 
incorrect but would be able to track subtle changes during treatment. 

1.3 Purpose of the study 

As demonstrated, there is significant variation in speech production ability in 
children with CIs as they develop speech (Blamey et al., 2001; Ertmer & Goffman, 
2011; Flipsen, 2011; Spencer & Guo, 2013). Previous research has identified and 
classified speech sound errors, created phonetic inventories to illustrate 
phonological knowledge, and denoted change over time in the accuracy of 
phoneme production by children with CIs using both broad and narrow 
transcription (Blamey et al., 2001; Chin, 2003; Flipsen, 2011; Ertmer et al., 2012; 
Spencer & Guo, 2013). These studies found that, overall, children with CIs develop 
speech similarly to children with NH. However, some phonemes appear to develop 
in non-typical ways, and there is no clear explanation for this finding. Examination 
of covert contrasts in speech sounds produced by both children with CIs and 
children with NH can shed light on this issue and may have important clinical 
implications. It is possible that using broad transcription, coupled with a 
measurement tool that is sensitive to subtle changes in phoneme productions, 
would demonstrate covert contrast in young children. Since /t/ has been repeatedly 
shown to be unusually late-developing in children with CIs compared to children 
with NH (Blamey et al., 2001; Ertmer et al., 2012; Spencer & Guo, 2013), it was 
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chosen as the phoneme of interest in this investigation. With these factors in mind, 
there are two research questions that will be addressed: 

1. Do children with CIs produce /t/ as accurately as children with 
NH who have similar gross articulatory ability? 
2. When children with CIs and NH substitute [t] for another sound, 
are there significant perceptible differences (or covert contrasts) 
between the /t/ used as a substitution for /d/ or /tʃ/ and typical /t/ 
productions? 

2 Methods 

2.1 Speakers 

Two groups of preschool-aged children participated in this study: children who 
used CIs (Experimental Group) and speech-age matched peers (Control Group). 
All of the children were recruited as part of a larger study that examined the 
influence of speech production abilities on the speech perception scores of 
children with CIs (Gonzalez, 2013). Parents of the participants provided the 
original investigators with detailed demographic information via questionnaire, 
which allowed them to rule out several exclusionary characteristics. These 
included: cognitive delay or impairment, cognitive or psychiatric disabilities, 
and primary language use other than English. 
2.1.1 Experimental group 

The experimental group included nine congenitally deafened children with 
profound sensorineural hearing loss (5 females, 4 males) who had been fitted 
with CIs. All participants in the CI group: 1) were implanted by 3 years of age, 
2) had at least 12 months of CI device experience at the time of testing, and 3) 
used an oral mode of communication exclusively prior to implantation.  This 
was important because previous research has shown that children trained in oral 
communication have superior consonant acquisition when compared to children 
with CIs trained with other modes of communication (Connor et al., 2000). 
Table 1 lists the demographic characteristics of this group. 
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Table 1. Demographic Characteristics of CI Participants 
*1 = High school diploma, 2 = Bachelor’s Degree, 3 = Master’s Degree/Graduate 

Certificate, 4 = Doctorate Degree, 999 = did not report 
H = Hispanic, C = Caucasian, AA = African American. 

ID Age Gender Race/ 

Ethnic 

Group 

Parent 

Education** 

Mom      Dad 

Age at 

Implantation 

(mo) 

Age at 

Activation 

(mo) 

Device 

Experience 

(mo) 

CI01 70 mo. F 0H 3 004 21 22 48 
CI02 65 mo. M 0C 4 004 008 009 55 
CI03 56 mo. F 0C 4 002 14 15 40 
CI04 43 mo. F AA 2 002 24 26 16 
CI05 42 mo. M 0C 3 004 18 19 22 
CI06 76 mo. F 0C 2 001 21 21 55 
CI07 70 mo. M 0C 2 001 18 20 50 
CI08 35 mo. M 0H 3 004 07 08 26 
CI09 59 mo. M AA 1 999 29 30 28 

2.1.2 Control group 

Members of the control group were selected from a pool of 24 possible 
participants. Inclusion criteria were as follows: 1) between the ages of 3-5 years, 
2) normal hearing (i.e., hearing thresholds ≤ 20 dB HL from 250 Hz to 4000 
Hz), and 3) no middle ear involvement at the time of testing. Of the 24 children 
whose parents had consented for their child to participate in this study, eight 
were determined to have appropriate speech production abilities to serve as 
matches to the experimental group. The control group participants (5 females, 3 
males) were between the ages 2:8 to 5:1 years (M = 4:0). 

Each child with a CI was matched to a child with NH by articulation ability 
using scores from a standardized test of articulation and gender, when possible. 
Raw scores for each participant (i.e., the sum of all articulation errors) were 
converted into a standard score based on hearing age for the experimental group 
and chronological age for the control group. Hearing age was defined as time 
since device activation. Participants were considered “matched” if their 
respective standard scores fell within the 95% confidence interval of a child with 
NH (see Table 2). For the NH group, standard score conversions were based on 
chronological age. Standard scores for the CI group, however, were calculated 
using the subjects’ “hearing age.” One matched pair (CI06 and NH17) did not 
meet this criterion. The standard score for the child with a CI was higher than 
the NH child based on hearing age, and their 95% confidence intervals did not 
overlap. However, the two children were exactly the same age (56 months), were 
both female, and achieved similar raw scores. Given these circumstances, they 
were considered to have similar articulation abilities and were paired. 
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Table 2. Matching Criteria for the Participants 

 Participants with Cochlear Implants  Articulation-Matched, 

Normal Hearing Participants 

Pairs ID Gen- 

der 

Chron. 

Age 

(mo) 

Hearing 

Age 

(mo) 

GFTA-2 

SS    95%CI 

ID Gen- 

der 

Chron. 

Age 

(mo) 

GFTA-2 

SS     95%CI 

1 CI01 F 70 48 112 106-110 0NH15 F 52 108 102-114 
2 CI02 M 65 55 103 94-108 0NH24 M 49 105 99-111 
3 CI03 F 56 40 123 116-130 0NH17 F 56 110 104-116 
4 CI04 F 43 16 103 97-109 0NH11 F 42 105 98-112 
5 CI05 M 42 22 121 114-128 0NH16 M 43 115 109-121 
6 CI06 F 76 55 111 105-117 0NH02 F 61 106 101-115 
7 CI08 M 35 26 94 87-101 0NH23 M 48 100 94-107 
8 CI09 M 59 28 103 96-110 0NH20 F 32 107 101-113 

2.1.3 Listeners 

Thirty-three graduate students in speech-language pathology were recruited to 
participate as listeners in this project. They had completed a phonetics course, 
voluntarily participated in the listening experiment, and received no compensation. 

2.2 Materials 

Speech and language data were obtained using the Peabody Picture Vocabulary 
Test 4 (PPVT-4; Dunn & Dunn, 2007), the Goldman-Fristoe Test of 
Articulation-2 (GFTA-2; Goldman & Fristoe, 2000), and the On-line Imitative 
Test of Speech-Pattern Contrast Perception (OlimSpac; Boothroyd et al., 2010). 
The first two measures reflected speech and language ability. Speech samples 
were taken from the OlimSpac. This computerized software program provides a 
measure of speech perception by assessing the production of six phonologically 
significant speech contrasts in children with hearing loss (see Table 3). 

During OlimSpac testing, pre-recorded VCV nonwords were presented over a 
loudspeaker, while the child was seated in front of a computer monitor in a 
sound-proof booth. The child was instructed to “watch the screen”, listen for 
each sound presentation, and repeat the nonsense word to the best of their 
ability. Each OlimSpac stimulus item was presented to the child in both an 
auditory-only and auditory-visual condition. During the auditory-only trials, the 
screen displayed a colorful image that changed color when the stimulus played. 
During the auditory-visual trials, the screen displayed an adult female’s face as 
she pronounced the stimulus accurately. Each speech contrast was represented at 
least twice by different phonemes. Selected contrasts were consistent among 
subjects but presented in a random order during each test session. Each child 
imitated 16 VCV nonwords in each condition (auditory-visual, and auditory-
only), for a total of 32 imitated productions per child. The children’s imitated 
productions were recorded for future analysis using an Olympus ME52 
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directional lapel microphone connected to an RCA VR 5220 digital voice recorder. 
These productions served as the acoustic stimuli for the current investigation. 

Table 3. OlimSpac Speech Contrasts 

Speech Contrast Example 
Vowel height /udu/ vs. /ada/ 
Vowel place /utu/ vs. /iti/ 
Consonant voicing /ata/ vs. /ada/ 
Consonant continuance /iti/ vs. /isi/ 
Pre-alveolar consonant place /upu/ vs. /utu/ 
Post-alveolar consonant place /utu/ vs. /uʧu/ 

2.2.1 Development of experimental protocol 

For this project, a graduate student in speech-language pathology (SLP) phonet-
ically transcribed subject responses, from the GFTA-2 which were then reviewed 
by a second graduate SLP student. A third “expert” clinician, who was a certified 
SLP, was consulted to resolve discrepant transcriptions and made the final 
decision. These transcriptions and OlimSpac recordings then were analyzed by the 
second author, who did not participate in the testing of the participants or scoring of 
the GFTA-2. She determined whether the VCV syllables represented a correct 
production or a clear substitution. Distortions were counted as correct, despite mild 
phonetic differences (inappropriate aspiration, imprecise production, etc). 

The investigators selected /t/, /d/, and /ʧ/ as the phoneme productions of 
interest. These phoneme choices were particularly appropriate because one 
differed in voicing ([t] for /d/) and the other in manner of articulation ([t] for 
/ʧ/). Place of articulation consistently has been shown to be poorly transmitted 
by CIs (Clark, 2003; Giezen et al., 2010; Pisoni et al., 1999), so a place contrast 
(such as [t] for /p/) was not included in this experiment. In addition, since 
coronal place of articulation has been shown to be well-transmitted by the 
speech processors of CIs, one can assume that the speakers in this study received 
as much acoustic information as possible from their speech processors for 
adequate /t, d, ʧ/ perception (Dillon et al., 2004). 

For each subject, every opportunity for the three target consonants was 
isolated and digitized at 20,000 Hz using Praat (Boersma & Weenink, 2013). 
Each child had eight opportunities to produce /t/, and four opportunities each to 
produce both /d/ and /ʧ/. The following VCV contexts were utilized: /ata/, /utu/, 
/iti/, /ada/, /udu/, /iʧi/, and /uʧu/. No effort was made to control for listening 
condition because the original investigators found no significant difference in 
consonant accuracy between the auditory-only and the auditory-visual 
conditions for either the NH or CI group. 

The selected files underwent noise reduction using Audacity® (SourceForge, 
2013) and were then normalized. 
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The prepared sound files were divided into two blocks: all samples of target 
[d] were placed into block 1, and all samples of target [ʧ] were placed into block 
2. Samples of target [t] were equally distributed between the two blocks. Each 
block contained 60 unique speech production samples evenly distributed across 
CI and NH children. File order was quasi-randomized to ensure that no more 
than two similar-sounding files, (either by stimulus or subject) were presented 
consecutively. The first 12 files presented in each block were duplicated for 
presentation at the end of the block in order to assess intra-rater reliability. 

Although previous studies on covert contrasts had used visual analogue scales 
(VAS), this experiment used equal-appearing interval scales (EAI scales). 
According to Yiu and Ng (2004), EAI scales showed significantly higher intra-
rater reliability than VAS (EAI agreement = 0.73; VAS agreement = 0.57), and 
there was a moderate correlation (.56-.76) between EAI and VAS scale ratings 
for identical stimuli. Since consistent judgments are essential when assessing a 
child’s progress toward a target sound, the use of an EAI scale should produce 
similar results to VAS and was used in this experiment. 

2.3 Procedures 

When the listeners arrived to participate in the study, they were asked to fill out 
a brief questionnaire in order to ensure consistency in listener characteristics. All 
listeners self-reported: adequate hearing, typical neurological status and 
cognition, and English as a first language. Additionally, no listener showed 
evidence of a speech or language disorder, as judged by the examiner. 

ECoS Win experimental design software (Avaaz, 2002) was used to present 
the experimental trials on a Dell Optiplex desktop using Califone circumaural 
headphones. Each experimental block was preceded by a training block 
consisting of 10 novel sound files that were not utilized in the experimental 
blocks. The listeners were told that they would be listening to children producing 
VCV nonwords and were given an example (like [ada]). Then, listeners were 
shown a 7-point EAI scale. They were asked to click a point on the scale that 
most closely corresponded to their interpretation of the phonetic accuracy of the 
consonant presented in each trial. A score close to either extreme of the EAI 
indicated a very accurate production of a phone, with 1 or 7 being a “perfect” 
production of that phone. A score of 4 would represent an inability to distinguish 
between the two phonemes. In block 1, listeners rated the subjects’ attempts at /t/ 
and /d/. In block 2, they rated attempts at producing /t/ and /ʧ/. 

3 Results 

3.1 Intra-rater reliability 

Over both experimental blocks, each listener rated 12 stimuli twice (N = 48 
trials). For each listener, the percentage of responses to duplicated stimuli that 
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were within ± 1 scale value of the original rating was calculated (Kreiman et al., 
1993). These values were averaged across listeners. Calculations revealed that 
overall, 88.1% of duplicated trials were within ± 1 scale value of the original 
rating. Of these, 56.6% were in exact agreement. Hence, listener reliability was 
determined to be very good. 

3.2 Statistical analyses 

A three-way repeated measures ANOVA was conducted to analyze the influence 
of group (CI vs NH), Transcription Category (4 levels of correct and substituted 
productions), and Covert Contrast Category (/d/ or /ʧ/) on perceptual ratings. 
Results revealed a significant three-way interaction. However, differences across 
the experimental blocks were not of primary interest and will not be discussed 
further. Statistical analysis also revealed that two of the three main effects were 
significant, experimental group, F(1,32) = 27.99, p < .001, ηp

2 = 0.467 and 
transcription category (TC), F(3,96) = 760.70, p < .001 ηp

2 = 0.960. These 
results suggest that differences were found across both groups and TC. However, 
the statistically significant interaction between group and TC was of particular 
importance, therefore, the research questions will be addressed within this 
interaction. 
3.2.1 Accuracy of /t/ productions 

In the past, /t/ has been shown to be unusually late developing in children with 
CIs (Blamey et al., 2001; Chin, 2003; Ertmer et al., 2012). The first goal of this 
project was to confirm this observation by examining listener perceptions of [t] 
accuracy. This was best satisfied by examination of the significant Group x TC 
interaction, F(3,96) = 25.562, p < .001, ηp

2 = 0.444. This finding suggests that 
differences in transcription category were dependent upon group. Post-hoc 
testing results using paired samples t-tests with a Bonferroni correction 
(p = .004) revealed that 3 out of 8 paired comparisons of interest were not 
significant: [t] for /t/ in both experimental blocks, and [ʧ] for /ʧ/ (see Figures 1 
and 2). In other words, [t] and [ʧ] productions were similarly accurate across 
groups; however [d] for /d/ productions were significantly more accurate in 
children with NH. Hence, when the production was judged to be a /t/ by SLPs, 
children with CIs successfully produced /t/ as accurately as their NH peers. 

While the above findings demonstrated no group differences for /t/, it did not 
address the issue of whether or not /t/ was produced in error by children with CI 
more often than other phonemes or when compared to [t] productions from NH 
children. To test this hypothesis, overall error frequency taken from the 
OlimSpac testing was determined to provide enough additional relevant 
information to warrant analysis. A confusion matrix of CI group productions had 
previously been generated when selecting contrastive consonant choices. To 



Covert contrast in the early development of children with CI 149 

compare error frequencies between groups, a second confusion matrix (of NH 
productions) was created (see Table 4). 

 
Figure 1. 

Differences in listener perceptions of consonant accuracy 
for [t] for /t/ and [d] for /d/. 

*Covert contrast is shown in the [d] for /t/ and [t] for /d/ contrasts. 

 
Figure 2. 

Differences in listener perceptions of consonant accuracy 
for [t] for /t/ and [ʧ] for /ʧ/. 

*Covert contrast is shown in the [ʧ] for /t/ and [t] for /ʧ/ contrasts. 
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Table 4. Confusion matrix for responses on the OlimSpac 
produced by children with CI vs. NH 

Child’s Production 
CI(top) NH(bottom) 

O
li

m
S

p
a

c
 T

a
r
g
e
t 

 /p/ /b/ /d/ /t/ /s/ /ʃ/ /ʧ/ Other 

/p/ 72.22 
81.25 

02.78 
15.63 

08.33 
 

08.33 
    

08.33 
03.13 

/b/ 13.89 
09.38 

63.89 
78.13 

11.11 
06.25 

08.33 
03.13    

02.78 
03.13 

/d/  
0 

03.13 
62.16 
81.25 

27.03 
12.50    

10.81 
03.13 

/t/  
01.41 

 
07.04 
08.62 

73.24 
87.93 

01.41 
 

02.82 
 

14.08 
3.45  

/s/ 02.78 
  

02.78 
 

02.78 
 

52.78 
68.75 

22.22 
9.38  

16.67 
21.88 

/ʃ/   
05.56 

 
05.56 

 
02.78 
21.88 

66.67 
71.88 

13.89 
03.13 

05.56 
03.13 

/ʧ/   
02.78 

 
19.44 
21.88  

22.22 
06.25 

55.56 
71.88  

Examination of this confusion matrix revealed that children with NH 
produced /t/ accurately in 87.93% of opportunities, whereas children with CIs 
produced it accurately in 73.24% of opportunities. Hence, [t] was found to be 
perceptually less accurate in children with CI when compared to those [t]s 
produced by children with NH. Nevertheless, [t] was the most accurate phoneme 
produced by the children with CI when compared to the other OlimSpac test 
stimuli, which also matched the performance of the NH group. 
3.2.2 Perceptible contrasts between substitutions and correct targets 

The second purpose of this investigation was to determine whether or not covert 
contrast was present in the speech of children with CIs, and if so, were the 
patterns of covert contrast similar to those observed in children with NH? 
Identification of covert contrast was best addressed by an examination of the 
significant within group post hoc results of the Group x TC interaction. All 
within group paired comparisons for both the CI and NH group were significant. 
In other words, the “correct” /t/ was rated significantly different from the [t] 
used as a substitution, as well as contrasting with [d] and [ʧ] when they were 
used as a substitute for a /t/. In addition, post hoc testing revealed significant 
differences in the similarity of [t, d, ʧ] productions across groups when they 
were used as substitutions for other phonemes (i.e., [t] for /d/, [d] for /t/, [t] for 
/ʧ/, [ʧ] for /t/). This finding suggests that there were significant differences in 
the patterns of covert contrast across groups. As illustrated in Figures 1 and 2, all 
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four paired comparisons involving phoneme substitutions across groups were 
significant (p < .001). When children with CIs substituted [d] for /t/, it was 
perceived as more [d]-like and when they substituted [t] for /d/, it was perceived 
as more [t]-like. The opposite pattern was noted in NH children. However, a 
different tendency was noted for /ʧ/. For children with CIs, the [t] for /ʧ/ 
substitution was more /ʧ/-like than for NH hearing children. While there was a 
significant group difference for the [ʧ] for /t/ substitution, there was only one 
instance of this error in the NH group, so a group comparison is not appropriate. 
Nevertheless, the [t] production in this condition for the children with CIs was 
more [ʧ]-like. 

4 Discussion 

The current results suggest the measurement technique used by the listener does 
influence the reporting of developmental speech patterns for children with CIs. 
When using phonetic transcription, the children with CIs were less accurate in 
phoneme production than speech age-matched children with NH. However, 
when EAI scales were used to rate the same speech productions, listeners 
identified different patterns of covert contrast across these groups. 

4.1 The development of /t/ in children with CIs 

The first research question dealt with the accuracy of /t/ production when the 
listener decision of phonetic accuracy of /t/ across speaker groups (CI vs. NH) 
varied by technique: EAI scale versus phonetic transcription. A three-way 
repeated measures ANOVA using the data from the EAI scale revealed that 
listeners perceived no significant difference between groups when only the 
correct /t/ productions were considered. Hence, children using CIs were no less 
accurate in their [t] productions than children with NH when speakers were 
matched for articulation ability. 

These non-significant findings are likely related to advances in CI speech 
processing technology, as the previous studies that showed delayed /t/ acquisition 
were conducted over 10 years ago (Blamey et al., 2001; Chin, 2003). Another 
possible explanation involves device experience. The two previous studies that 
revealed delayed /t/ development tested participants with less than 3 years of device 
experience (Ertmer et al., 2012; Spencer & Guo, 2013). The children who 
participated in this project averaged three years of device experience. Given that 
children with CIs acquire speech sound accuracy quickly at first, and then slow 
down, it is possible that our participants were in the “plateau” stage, given their 
length of device experience and history of oral language use, whereas those in the 
comparison studies were still in the early stages of development, characterized by 
rapid growth in their phonetic inventories. 
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The second analysis of the accuracy of /t/ was derived from an examination of 
all phonemes tested on the OlimSpac. Error proportions for each participant 
were collapsed by group and placed in a confusion matrix. Results indicated that 
children with CIs made more speech sound errors than children with NH for all 
phones tested, including /t/. However, /t/ was not significantly more impaired 
than the other phonemes produced by children with CI. Interestingly, both 
groups produced /t/ accurately more often than other phonemes evaluated on the 
OlimSpac (e.g., /p, b, d, s, ʃ, ʧ/). These findings do not support those of Ertmer 
et al. (2012) who reported that initial /t/ was less accurate than both /d/ and /ʧ/ in 
children with CIs during acquisition. 

4.2 Use of covert contrast 

The second research question addressed the presence of covert contrast in 
children with CIs. To address this issue, listener ratings of /t, d, ʧ/ substitutions 
were compared with ratings of correct tokens for the same phonemes. Covert 
contrast was present if the two sounds (one substituted, one correct) were 
transcribed identically but rated differently by listeners on the EAI scale. 
If covert contrast was present, then the child was in the process of developing 
the speech sound. If not, then the error suggested lack of phonological 
knowledge for the target phoneme contrast. 

Post-hoc comparisons of the group by transcription category (TC) interaction 
showed that both CI and NH groups produced perceptible differences between 
correct productions and substitutions for the target phonemes (Figures 1 and 2). 
The voicing contrast was more readily perceived in the productions by children 
with NH while the children with CIs struggled with this contrast. That is, the [t] 
for /d/ substitutions produced by children with CIs sounded more like [t] and [d] 
for /t/ substitutions sounded like [d]. These errors lack covert contrast and 
support difficulties with voicing. This finding confirms Gonzalez’s (2013) 
conclusion that the children with CIs struggled with the perception and/or 
production of voicing more than with other phoneme distinctions. Since the 
OlimSpac uses VCV syllables, one might expect more difficulties with syllables 
that alternate voicing (/ata/) than one that is entirely voiced (/ada/). It was 
surprising that children with CIs struggled with both syllable types. 

A comparison could not be made across groups for the manner (plosive/affri-
cate) contrast since so few [ʧ] for /t/ errors were noted in the NH group. 
However, the children in the CI group produced a sufficient number of both [t] 
for /ʧ/ and [ʧ] for /t/ errors for analysis. Results indicated that those with CIs had 
good phonological representations for /t/, and the production of covert contrast 
in the errors revealed productions closer to the desired target, either [t] or [ʧ]. 
This demonstration of covert contrast in children with CIs supports the idea that 
they have acquired both [t] and [ʧ] but have not completely mastered either. 
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An interesting finding was that the children with CIs were able to produce a 
perceptible contrast between correct [t] and the [t] for /ʧ/ substitutions, while 
children with NH did not. As expected for children with NH who were 
approximately 4;0 years old, they did not have a mature phonological represent-
tation for /ʧ/, as it is a later developing phoneme. On the other hand, unlike their 
NH peers, the children in the CI group, with an average chronological age of 4;9 
years, were developing this contrast. Even though the CI group only had an 
average of 3;2 years of robust hearing experience, they were at the approximate 
chronological age for the development of /ʧ/ (Smit et al., 1990). Since these 
results are based on listener perceptions of covert contrast, it is possible that 
children with CIs use a certain speech feature (like aspiration or voice onset 
time) to make [t] substitutions sound more like [t] when contrasted with /d/, and 
more like [ʧ] when attempting to produce /ʧ/. Hence, the use of a CI might 
influence which acoustic cues the child attends to in the development of 
phonemic contrasts, or it is possible that these children weigh the available cues 
in a different way than children with NH do. More detailed acoustic analyses are 
needed to test these hypotheses. 

4.3 Clinical implications 

This investigation has shown that subtle differences in phoneme accuracy are 
often perceptible by an experienced listener. A clinician who is able to reliably 
gauge the presence and extent of covert contrast may be able to provide more 
accurate prognostic statements and select treatment targets that will facilitate 
student progress. 

There are two different ways to select a target for children with NH (Gierut, 
2007; Miccio, 2005). Based on the child’s learning style, the clinician can 
choose a target for which the child has contrastive knowledge (i.e., a sound 
produced with covert contrast) or one that is unknown to the child. In other 
words, is phonetic accuracy or the learning of a new phonemic contrast the focus 
of treatment? Since research has demonstrated the utility of narrow transcription 
in the identification of speech sound errors in children with CIs (Teoh & Chin, 
2009), it may be possible to incorporate an assessment of covert contrast in an 
evaluation of speech sound disorder so that treatment decisions can be enhanced. 
The current study indicates that covert contrast can provide the data necessary to 
make decisions about target selection and that covert contrast can be used to 
track progression towards phoneme mastery. 
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Abstract 
This chapter describes how a very large corpus of conversational speech is 
being tested as a source of units for concatenative speech synthesis. It 
shows that the challenge no longer lies in phone-sized unit selection, but in 
categorising larger units for their affective and pragmatic effect. The work 
is by nature exploratory, but much progress has been achieved and we now 
have the beginnings of an understanding of the types of grammar and the 
ontology of vocal productions that will be required for the interactive 
synthesis of conversational speech. The chapter describes the processes 
involved and explains some of the features selected for optimal expressive 
speech rendering. 

Keywords: unit selection, conversational speech, feature categories, 
corpus processing, spontaneous interaction 

1 Introduction 

Speech Synthesis has moved from being a research issue to a service that is 
being provided by businesses for businesses worldwide (Capes et al., 2017; Wan 
et al., 2017; Pollet et al., 2017). There are still many active research topics 
remaining, but the technology can now be considered mature. For most business 
applications, a consistent voice is the main requirement; i.e., one that can be 
‘branded’ to convey the desired ‘company image’ for e.g., Call Centre 
applications or Customer Care services. For Assisted Living, on the other hand, 
it might be more appropriate to employ a voice that changes its quality with 
different situations, sounding ‘strict’ at some times but ‘soft and caring’ at others 
(Sorin et al, 2017; Gilmartin et al, 2018). 

No single voice can in practice be good at everything; a news-reader voice 
might not be optimal for poetry reading for example, but ‘expressivity’ has 
become a major research area for synthetic voice creation (Campbell, 2004; 
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Abadi et al., 2016; Wang et al., 2016; Arik et al., 2017). For this, a representa-
tive corpus that illustrates the scope of vocal variation in everyday interactive 
situations is essential. 

The following sections will describe one such corpus, and a synthesis system 
capable of using it, and will outline the steps and challenges of the work. We 
present a unique 600-hour corpus of one speaker recorded systematically over a 
period of 5 years, throughout which she encountered many and various 
interlocutors and situations, resulting in a database of recordings that might 
eventually become the world’s largest synthetic voice. But first, we must 
develop a science of situated speaking styles that accounts for the vocal variation 
it illustrates, and an ontology of speech sounds that are frequent and ubiquitous 
but that never occur as entries in any language dictionary. 

2 The GBO Corpus 

The GBO Corpus (Guttural Behaviour Ontology) is a set of recordings made 
over a period of five years as part of the JST Expressive Speech Processing 
project (Campbell, 2001). The data were never released because of personal 
privacy considerations, although full legal rights to use the material and to make 
it public for research purposes were granted freely and with informed consent by 
the speaker both at the onset of the recordings and after their completion. The 
name comes from the remarkable finding that almost half of the speech sounds 
were ‘non-lexical’ or ‘guttural’ noises that function as normal sounds in casual 
spoken interaction but that are not typically found in a dictionary of the formal 
language. These sounds form perhaps the biggest challenge to ‘conversational’ 
or ‘interactive’ speech synthesis as they are so hard to specify in text, and so 
easy to misinterpret if badly or inappropriately generated. 

The recordings were made using a professional-quality head-mounted 
microphone and stored to MiniDisk. They were purchased by the project from 
the speaker on a regular monthly basis as part of the ESP corpus collection 
between the years 

2000 and 2005 were inclusive. There were many speakers employed over this 
period, but GBO (name concealed) was remarkable in the quantity and quality of 
her recordings. The speaker had full rights to withhold any material and was of 
course able to monitor the content and self-censor before bringing her data to the 
lab for our research. Nonetheless, the recordings contain some very personal 
information and after they were individually manually transcribed by third-party 
specialists (part of our team who had signed confidentiality agreements), we 
decided on moral grounds that they should not be made public, out of respect for 
the speaker and her personal privacy. GDPR may now facilitate their research 
use under strict confidentiality. 
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However, this resource yields priceless information for the generation of 
conversational speech synthesis for an interactive spoken dialogue system, such 
as might be used in assistive living or customer-care applications. Because the 
speaker recorded virtually everything she said (in exchange for an income well 
above the minimum wage while doing so) we have a unique sample of the 
everyday speech of one person in a variety of daily-life interactions over an 
extended period of time. 

3 CHATR High Definition Speech Synthesis 

The CHATR speech synthesis system was developed throughout the early 
nineties in Kyoto, Japan, in Department 2 of the now defunct ATR Interpreting 
Telephony Labs (later Interpreting Telecommunications Research Labs) and was 
announced in 1996 as “a high-definition speech re-sequencing system” at the 
joint ASJ/ASA meeting in Hawaii (Campbell, 1996) and at ICASSP in the same 
year (Hunt & Black, 1996), though the basic method was first reported in 1994 
at the ESCA/IEEE Mohonk Speech Synthesis workshop (Campbell, 1994). The 
name was derived from Collected Hacks from ATR and was first suggested by 
Paul Taylor who was then working on the intonation component. It was not the 
first concatenative speech synthesis system (see e.g., Moulines & Charpentier, 
1990; Sagisaka et al., 1992) but it was the first to use raw waveform segments 
directly, without recourse to any signal processing. This step not only greatly 
simplified the synthesis process but also allowed the use of very high quality 
recordings (some even in stereo) that exactly reproduced the voice quality and 
speaking style of the recorded subjects. It replaced the buzzy artificial sound of 
parametric synthesis with surprisingly natural-sounding speech. It was 
susceptible to concatenation errors if the waveform coverage in the voice 
database was incomplete but in that period much progress was made using as 
little as one hour of recorded speech and the samples in the corpus are all 
produced from such small databases. In contrast, some commercial users of this 
system now employ corpora of well-over 100 hours of recordings. 

4 CHATR & GBO 

This section reports ongoing work to synthesise conversational speech from the 
GBO corpus using CHATR technology. It describes the steps that are required to 
reduce the candidate segments when searching in such a large database, and the 
features that can be used to maximise expressivity in the speech. The largest 
databases for unit concatenation synthesis to date have been specially recorded 
using professional voice talent over an extended period of up to about 150 hours. 
These pro fessionals are capable of maintaining the same tone of voice through-
out all recordings and can provide a large and consistent database of speech 
samples. Our GBO speaker, on the other hand, was recorded in a range of activi-
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ties throughout her daily life and of course made no conscious effort to maintain 
any consistency in her voice. In fact she changed her speaking style and tone of 
voice consistently when talking with different people. She was ‘not the same 
person’ when talking with her parents as when talking with her bank manager 
for example. This is precisely the component that we wish to make use of in 
‘interactive speech synthesis’ for ‘spontaneous’ conversations in interactive 
dialogues. 

The entire corpus was manually transcribed into utterance units, and half the 
corpus was manually annotated for speaking style and speaker state, in addition 
to interlocutor information for each utterance. We therefore have an index of 
suprasegmental information that can be used to influence the selection of 
segments for concatenation. Figure 1 provides an example of the raw metadata. 
There are 266,599 manually labelled utterance entries of this sort in the GBO 
corpus. 

 
Figure 1. 

Sample of annotations for GBO, showing file-id, start-time, end-time, 
utterance text, interlocutor-id, voice-quality, manner of speaking, etc., 

as noted in csv format 

4.1 Corpus Processing 

The first challenge in processing the entire corpus for ‘spontaneous’ speech 
synthesis is to extend the suprasegmental annotation across the whole corpus by 
training on the manually-produced portion and automatically generating infor-
mation for the remainder of the unlabelled utterances by statistical processing. 
Although this is now a standard procedure, several sub-challenges need to be 
solved before it can be done properly – these include determining the optimal 
form for the units (their granularity) and the optimal features by which to index 
them. Figure 2 illustrates the flow of this processing. On the left of the figure we 
see the preparatory grammar learning processes (a1 a4), and on the right the 
extended unit-selection database processing. In the middle are the original 
corpus (a) transcribed in Japanese kana-kanji text, with special diacritics and 
symbols for vocal productions which are not well characterised in writing 
(laughs, lip-noises, and expressive interjections for example), and (b) the 
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resulting multigram (Deligne & Bimbot, 1997) database of optimal symbolic 
representtations produced from the work. 

On the right (b1b5), we see the flow of feature-based indexing by which the 
unit database is annotated for retrieval of appropriate speech tokens. Acoustic 
features no longer need to be represented directly in the index, as many of their 
characteristics are direct consequences of the higher-level constraints such as 
interlocutor identity and utterance pragmatics, which can be used as selection 
criteria in the unit selection process (see Section 5.2). The prosodic and voice-
quality feature weights are therefore calculated from correlations with the 
higher-level predictors. These in turn are now required as part of the input for 
utterance selection. 

Table 1. Almost half of the GBO utterances were found to be ‘non-lexical’, or 
‘guttural vocalisations’ not to be found in a typical dictionary of the spoken language 

total number of GBO utterances transcribed: 148,772 
number of unique lexical utterances: 75,242 
number of non-lexical utterances: 73,480 
number of non-lexical utterance types: 4,492 
proportion of non-lexical utterances: 49.4% 

 
Figure 2. 

Flow of processing of the GBO corpus for use in CHATR synthesis 

4.2 Synthesis Generation 

The original CHATR software featured two research-level modules that were 
not much spoken of at the time, but have proved remarkably insightful for the 
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processing of massive conversational data. The UnitMan module was originally 
designed by Patrick Davin as a debugger to test the weight-based selection of 
units in the corpus by manually exploring the selection-space and enabling 
listening to closely aligned candidate segments that emerged through the selec-
tion process. PhraseBank was designed originally to manually ‘correct’ any 
utterances that were not properly rendered by the default weights in unit 
selection; i.e., to be able to produce and proactively store utterances that were 
required as output but known not to be ideal when generated by synthesis auto-
matically. These modules have proven especially useful for the present work. 

Figure 3 shows a screen printout when both modules are being used interact-
ively. The utterance ‘koNnichiwa’ (‘Hello’ in Japanese) has been selected using 
phone, syllable, and word-sized units that were in the database, with the final 
selection marked in red saved as a phrase with a given name. The same text 
might require several renderings when produced in different situations ‘Hello’ as 
a greeting, as a call, as an exclamation, or as a citation, for example, and these 
different renderings can be given unique IDs to be used as pre-stored phrases for 
quick generation of the appropriate sound. 

 
Figure 3. 

CHATR’s UnitMan and PhraseBank modules 

5 Optimal Units for Synthesis 

When the source-speech data were still relatively sparse, ‘phones’ or ‘sub-
phone’ units were considered to be the ideal level of speech segmentation for 
unit selection, though contiguous sequences of phones were automatically 
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preferred as ‘non-uniform units’ by the original software. The phone-sized units 
are optimal for generation of novel words, particularly for use in ‘well-formed’ 
utterances, but in conversational speech, many of the utterances are NOT well-
formed and many of the ‘words’ would not be found in a conventional 
dictionary. The ‘grunts’ of social interaction spoken merely for the sake of just 
‘hanging-out’ are of a different order from the linguistic sounds of task-based 
speech (Trouvain & Truong, 2012; Gilmartin et al., 2018). 

Furthermore, when the source data are virtually infinite (figuratively 
speaking) then the smallest speech segment might no longer be considered as 
optimal for concatenation, and a statistically-derived ‘non-linguistic’ chunk may 
be preferred instead (Deligne& Bimbot, 1997), more realistically reflecting the 
learnt patterns of speech behaviour (coarticulated speech gestures). There may 
always be a need for phonebased synthesis for novel words, but from a large 
corpus it is likely that many entire utterances or substantial portions of 
utterances can be reused intact. The task then is to index them in such a way that 
they can be rapidly selected for re-use in a novel utterance context. 

5.1 Text Processing 

Table 2 shows sample multigram units (and their pronunciation dictionary for 
ASRbased segmental re-alignment to the speech waveforms) that were 
automatically derived from the transcriptions by the processing illustrated in 
steps a1 a5 in Figure 2 above. They represent common idiomatic or colloquial 
phrasal chunks. Table 3 shows a sample of their bigram probabilities as 
calculated by the SRI Language Modelling toolkit (software). Kakasi (software) 
was used for the kanji/kanato-romaji conversion, and the romaji symbols have a 
direct mapping to the phonetic representations of Japanese speech sounds. 
Readers familiar with Japanese might be surprised by the highly colloquial 
nature of the resulting units and the preservation of the Kansai dialect speech 
forms in the utterance chunks. 

Table 2. Multigrams derived from the transcribed corpus 

N               N NNN            N N 
N NNNN          N N N N Nchau 
N ch a u NchauN         N ch a u 
N Nchauka         N ch a u k a 
Nchaukana       N ch a u k a n a 
Nchauno         N ch a u n o Nchauq 
N ch a u q 
Nde             N d e 
Nkai            N k a i 
NkamoshireNkedo N k a m o sh i r e N k e d o 
Nkana           N k a n a Nkanaa          N k a n 
a a Nkanaatoomoqte  N k a n a a t o o m o q t 
e Nkaq            N k a q 
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Table 3. Example statistical language model probabilities for the multigram units 

-0.001660784 uNN < /s > 
-0.001693158 tomodachitonodeNwa < /s > 
-0.001761846 NneNkedona < /s > 
-0.001867936 teNyaN < /s > 
-0.001884144 NneyaN < /s > 
-0.001884144 maanaa < /s > 
-0.001900635 hoNmaa < /s > 
-0.00199676  teNkedona < /s > 
-0.002024687 yaqteNyaN < /s > 
-0.00203417  yawa < /s > 
-0.002092989 < s > uNN < /s > 
-0.002103125 tomodachitonokaiwa < /s > 
-0.002134129 NneNyaN < /s > 

5.2 Conversational Speech Unit Selection 

As we proposed after preliminary work in ‘User Interface for an Expressive 
Speech Synthesiser’ (Campbell, 2004), the content and speaking style of an 
utterance may be realised as the expression of a discourse ‘event’ (E*) taking 
place within a framework of ‘mood and interest’ constraints (S for ‘self’) under 
‘friend or friendly?’ restrictions (O for ‘other’); i.e., U = E|(S,O) where S(sel f ) 
represents the speaker’s mood, interest, and +/engagement in the conversation, 
and O(other) represents a +/friendly partner and +/friendly intention towards the 
interlocutor. 

“If motivation or interest in the content of the utterance is high, then the 
speech is typically more expressive. If the speaker is in a good mood then more 
so ... If the listener (other) is a friend, then the speech is typically more relaxed, 
and if in a friendly situation, then even more so . . .” (ibid). 

The E’event0 was at that time considered to be primarily of either I-type 
(expressing ‘information’) or Atype (expressing ‘affect’). This is clearly an over-
simplification of the ideal case, but it remains worthy of testing and extending as 
an approximation, and as new understanding is gained from corpus analyses. Of 
particular interest of course, are the utterances which come under both 
categories, and a knowledge of how the combination is expressed through modu-
lation of the voice or choice of expression is needed (Trouvain & Truong, 2012). 

The framework described in Figure 4 and in the text cited above provides a 
means of using the higher-level features annotated in the GBO corpus directly 
for unit selection in the synthesis. An implementation was tested many years ago 
using an iMode (NTT) telephone interface but the response time was too slow. 
Now we have real-time interactive dialogue systems in which to test it, but the 
newer implementation using the entire corpus is currently still work in progress. 

5.3 Input for Conversational Speech Synthesis 

Whereas input for CHATR was in the form of written text (text-to-speech), the 
input for selection from a massive conversational speech corpus is necessarily 
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more complex. In addition to some way of specifying the text of each utterance, 
we also need to specify its purpose and information about its discourse contexts. 

The ‘text’ may in fact be the least important aspect of a conversational 
utterance; consider for example the pragmatics of a simple morning greeting if 
to a close friend or family member, it may be just a simple ‘grunt’, but if to a 
stranger or work colleague then it may have a more formal aspect. The choice of 
‘words’ is in fact less important than the ‘expression’ and ‘tone-of-voice’ in the 
speech. 

For an interactive spoken dialogue system, there will be considerable context-
ual information available for such a choice to be made: Is the customer a first-
time caller, or a regular interactant? Is the task a simple one or does it require 
more patient explanation? Is the call task-based, or ‘merely’ social? 

 
Figure 4. 

Criteria for higher-level feature-based unit selection incorporating pragmatic constraints 
(from: Campbell (2004) User Interface for an Expressive Speech Synthesiser, 

IEICE Tech Rept.) 

6 Conclusion 

This chapter has described the series of steps that we are taking to process the 
GBO corpus for conversational speech synthesis using unit selection. We have 
succeeded in creating a unit database from a speech corpus and we now have a 
clearer understanding of the selection criteria that are needed to express a 
conversational utterance using natural speech in concatenative synthesis. 

There still remains much work to be done in understanding the factors 
involved in non-task-based social interaction, and in how the voice is used in 
care-giving or informal friendly interactions, but we are confident that our 
corpus will provide the necessary answers through the processing described 
above. 
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Abstract 
The aim of this study is to analyse durational patterns and functions of 
disfluent whole-word repetitions in diverse age groups and speech tasks. 
Speech samples of school children (9-year-olds), adolescents (13-14-year-
olds), young adults (20-25-year-olds) and old speakers (75+) were selected 
for the analysis. Recordings were made with each subject in two situations 
representing different speech tasks: 1) spontaneous narrative (participants 
spoke about their own lives and families), and 2) narrative recall (the task 
was to recall two texts they had listened to as accurately as possible). 
Results show that there are differences in the durational patterns and 
functions between the age groups in both speech tasks. Editing phases 
were significantly longer in 9-year-olds than in adults. In the ratio of the 
duration of R2 and R1, there were significant differences between 9-year-
olds and the other three age groups, and between adolescents and the old 
speakers. As regards functions, in spontaneous narratives, the ratio of 
canonical repetitions was higher in 13- and 20-30-year-olds, and the ratio 
of stalling repetitions was higher in 9- and 75+-year-olds. In narrative 
recall, the ratio of stalling repetitions rose in 20-30- and 75+-year-olds. 
However, there were no significant differences between the speech tasks 
in any age group. 

Keywords: whole-word repetition, durational patterns, function, speakers’ 
age, speech task 

1 Introduction 

In spontaneous speech, one of the most frequent types of disfluency is word-
repetition (Shriberg, 1995) that may stem from word-finding problems, difficul-
ties in conceptual planning, or covert self-monitoring (Plauché & Shriberg, 
1999). Word repetitions are considered disfluencies when the repeated word 
occurs due to speech planning and production problems. A repeated word is not 
considered disfluent when it occurs intentionally for emphasis or for pragmatic 
or stylistic reasons (Lickley, 2015). The differentiation of the two types of 
repetition (disfluency or pragmatic/stylistic role) is also supported by context 
and suprasegmental structure (intonation, speech rate and/or emphasis). 
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Repetitions consist of several parts: the original utterance, the first instance of 
the repeated word (R1), the second instance of the repeated word (R2) and the 
continuation of the utterance. Optional pauses may also occur next to the main 
parts: before the first instance (P1), between the two instances (P2, editing 
phase) and after the second instance (P3) (Plauché and Shriberg 1999). Example 
(1) shows the main parts of a disfluent whole-word repetition (SIL = silent 
pause): 

(1) There is a book      SIL  on    SIL   on     SIL     the table.  
Original utterance  P1    R1   P2     R2    P3       Continuation 

The phonetic characteristics of R1 and R2 were analysed in several studies 
(Shriberg, 1999, 2001; Gyarmathy, 2009; Bóna, 2010). It was found that as 
regards durations, R1 and R2 can be realised in three different ways: (i) R1 is 
longer than R2; (ii) R2 is longer than R1; or (iii) the duration of R1 and R2 is 
similar. The last case is quite rare while the first one is the most frequent. For 
example, in English, repetitions of the article the were analysed. In this case, R1 
was significantly longer than R2. The duration of R2 was similar to the duration 
of the article occurring in fluent speech (Shriberg, 1999). Based on these data, it 
was concluded that speakers try to avoid silent or filled pauses. They make an 
effort to keep their speech fluent by lengthening R1 (Shriberg, 1999). In 
Gyarmathy’s study (2009), R1 was longer in 71.95% of all repetitions. 
Considering all repetitions, there was significant difference in duration between 
R1 and R2. In addition to duration, f0 and formants of vowels were also 
analysed (Shriberg, 1999; Gyarmathy, 2009). Results showed that there was no 
significant difference in these parameters. This proves that R1 and R2 are parts 
of a single phonetic plan (Gyarmathy, 2009). 

The duration of the first and second instances of the repeated words and the 
occurrence of pauses are related to the function of the repetitions. Heike (1981) 
defines two functions of disfluent whole-word repetitions: (i) R2 is the hesitation 
in itself, in other words, it fills the gap caused by speech planning problems 
(prospective repeats); (ii) R2 is the bridge between original utterance and 
continuation (retrospective repeats). In this case, planning difficulties are solved 
during the pronunciation of R1. The two functions are characterized by pauses 
occurring before, between and after R1 and R2. In the first case, R2 is followed 
by a pause. In the second case, R2 is preceded by a pause but it is not followed 
by one. According to Shriberg (1995), the second type of repetitions is 
significantly more frequent than the first type. The duration of R1 and R2 and 
their ratio depend on the function of whole-word repetitions. If the repetition is 
prospective, R2 is longer than R1. If the repetition is retrospective, R1 is longer 
than R2. Plauché and Shriberg (1999) found three main types of functions: 
canonical repetition, covert self-repair, and stalling repetition (Table 1). Their 
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categorization was based on the durational patterns of word-repetitions, but f0 
variation and glottalization were also considered. The categorization of Plauché 
and Shriberg (1999) could be valid for any language, although they examined 
only I and the. Irrespective of which words are considered disfluent repetitions, 
distinctions can be made between the different functions. 

In cases of canonical repetition (Plauché & Shriberg, 1999), the duration of 
R1 is much longer than in the utterance of the same word in fluent speech. The 
duration of R2 is similar to the fluent word. There might be a pause before R1, 
there is a long pause between R1 and R2, and there is no pause after R2. Both 
R1 and R2 are characterized by falling intonation, and R1 is often characterized 
by diplophonia and creak-like voicing modality (similar to a filled pause). In this 
case the speaker has difficulties during speech production, stops during the 
pronunciation of the word (R1), lengthens it, and after having solved the 
problem they continue speaking with repeating the last lengthened word. This 
type corresponds to Heike’s retrospective repeat (1981). 

In cases of covert self-repair (Plauché & Shriberg, 1999), P1 often occurs, but 
there is no P2 or P3. R1 and R2 are slightly longer than they are in fluent speech, 
and their durations are similar to each other. R1 and R2 are both characterized 
by rising pitch. R1 is sometimes pronounced with glottalization. In this case the 
speaker detects a problem during the pronunciation of R1; this is shown by a 
possible preceding pause and glottalization. The speaker makes an effort to 
correct it, and “R2 usually marks the beginning of a new utterance or a corrected 
version of the previous one” (Plauché & Shriberg, 1999, p. 1516). 

In cases of stalling repetition (Plauché & Shriberg, 1999), there is no pause 
before R1, but P2 and P3 may occur. The duration of R1 is slightly longer than 
in fluent speech, and the duration of R2 is much longer. R1 is characterized by a 
drop in pitch. The speech is fluent during the pronunciation of R1, the speaker 
has a problem during and/or after the pronunciation of R2. This is usually 
marked by P3 or other possible disfluencies after R2. This type looks as if it was 
the inverse of canonical repetitions, and corresponds to Heike’s prospective 
repeat (1981). 

The categories of Plauché and Shriberg (1999) are determined by hierarchical 
clustering based on acoustic data. Out of the 819 whole-word repetitions 
analysed, 724 were distributed in these main categories. The remaining 95 
occurrences were distributed across 32 other clusters. 

The characteristics of repetitions (like other disfluencies) are influenced by 
several factors: for example, by the age of the speaker. DeJoy and Gregory 
(1985) found that in 3.5- and 5-year-old children’s speech one of the most 
frequent disfluencies is whole-word repetition. 3.5-year-old children produce 
word-repetitions significantly more frequently than 5-year-olds. Similar results 
were found by Kowal et al. (1975). They found that the occurrence of word-
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repetitions fell to one-sixth between preschool- and secondary-school-age. In the 
speech of 6-7-year-old Hungarian speaking children, the ratio of word-
repetitions was the highest (43%) among all disfluencies (it was even higher 
than the ratio of filled pauses – the latter was 16%) (Horváth, 2006). According 
to Neuberger (2014), word-repetition was the second most frequent disfluency-
type in 6-year-olds’ speech. However, above age 7, its ratio was only 3-14%. 
Bóna (2013) analysed word-repetitions in old speakers’ speech. Her results show 
that the occurrence of word-repetitions is significantly less frequent in old 
speakers’ speech than in young speakers’ speech. Editing phases (P2) of old 
speakers were significantly shorter than those of young speakers. The ratio of 
zero editing phases was higher in old speakers’ speech. Bóna and Vakula (2017) 
found that whole-word repetitions of content words are more frequent in 
children’s and old speakers’ speech and the occurrence of stalling repetition is 
more frequent in their case compared to young and middle-aged adults. 

Table 1. The structures of the three types of word-repetitions (examples with ‘the’) ‘+’ = 
a longer than fluent duration. ‘ - ‘ = no pause (based on Plauché and Shriberg 1999) 

Type Structure 
Canonical 
repetition 

(Original Utterance) (Possible Pause) the+++ (Long Pause) the (-) 
(Continuation) 

Covert self-
repair 

(Original Utterance) (Often Pause) the+ (-) the+ (-) (Continuation) 

Stalling 
repetition 

(Original Utterance) (-) the+ (Possible Pause) the+++ (Possible 
Pause) (Continuation) 

Speakers’ age influences not only the frequency of disfluencies, but also 
temporal characteristics of speech. As children are getting older, speech rate 
accelerates, although this acceleration is non‐linear (Walker & Archibald, 2006). 
The change of speech rate and articulation rate happens due to biological factors 
and learned skills. Biological factors are the neurologic and neuromotor 
maturation (Smith et al., 1983; Smith, 1992); learned skills are motor learning, 
semantic, lexical, phonological access, and motor programming and planning 
(Nip & Green, 2013; Redford, 2014). Working-memory performance and speech 
rate are also related to each other: the speech rate of older children is positively 
influenced by the increase in storage capacity of working-memory and the better 
functioning of long-term memory (Roodenrys et al., 1993; Henry, 1994). 

Speech rate becomes slower in the elderly (e.g., Hartman & Danhauer, 1976; 
Ramig, 1983; Duchin & Mysak, 1987; Bóna, 2014). There are several reasons in 
the background of the differences in speech rate of speakers of different ages: 
hormonal, psychological, and cognitive changes (Rodríguez-Aranda & 
Jakobsen, 2011); the aging of the speech organs (Xue & Hao, 2003), and the 
deterioration of hearing (Chisolm et al., 2003). Durational patterns of 
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disfluencies (such as repetitions) might be affected by all of these age-related 
changes in speech and articulation rates. 

In addition to age, the speech task presumably also influences the occurrence 
of whole-word repetitions. This is due to the fact that the different speech tasks 
require different speech planning mechanisms. The differences of speech 
planning mechanisms in these speech tasks show up in temporal characteristics 
(the frequency and duration of pauses can show speech planning processes), too 
(Ramig, 1983; Duchin & Mysak, 1987; Jacewicz et al., 2010; Bóna, 2014; 
Redford, 2015). Comparisons of narratives and conversations show that there is 
significant difference in the frequency of disfluencies between the two speech 
tasks (Shriberg, 2005; Beke et al., 2014). Furthermore, there are differences in 
the occurrences of disfluencies between narratives with different topics (Roberts 
et al., 2009). In an analysis of Hungarian speech, the ratio of whole-word 
repetitions within all disfluencies was different in various speech tasks. The 
most frequent occurrence was found in narrative recall, and the less frequent in 
spontaneous narratives (Bóna, 2014). 

The question is how speakers’ age and the speech task influence the 
durational patterns and functions of disfluent whole-word repetitions. The aim of 
this study is to analyse durational patterns and functions of the repeated words in 
diverse age groups and speech tasks. The hypotheses of the research are: 
(i) there will be a difference in the durational patterns and functions of repeti-
tions between the age groups in both speech tasks; (ii) there will be a significant 
difference between the speech tasks in the characteristics of repetitions in each 
age group. 

2 Methods 

For the analysis, speech recordings of 80 speakers were selected from two 
Hungarian speech databases. Speech samples of schoolchildren (9-year-olds), 
and adolescents (13-14-year-olds) were selected from GABI Hungarian Children 
Speech Database and Information Repository (Bóna et al., 2014). Speech 
samples of young adults (20-25-year-olds) and old speakers (75+) were selected 
from BEA Hungarian Speech Database (Gósy, 2012). In every age group there 
were 20 speakers (10 females and 10 males). They were native Hungarian 
speakers with normal hearing and without any known mental or speech 
disorders. They spoke standard Hungarian. 

Recordings were made with each subject in two situations which represented 
different speech tasks: (i) spontaneous narrative, and (ii) narrative recall. In 
spontaneous narratives participants spoke about their own lives and families. 
They could speak freely and use words and grammatical forms of their own 
choice. In narrative recall, the task was to recall two texts they had listened to as 
accurately as possible. One was a science dissemination text, the other was a 
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historical anecdote. The texts were the same in each age group. In this speech 
task, the success of recalls was determined by speech processing, attentional and 
working memory mechanisms, and narrative competence (Juncos-Rabadán and 
Pereiro 1999). Altogether about 8 hours of speech were analysed. 

Disfluent whole-word repetitions were collected from the recordings. The 
analysis was not aimed at determining frequency of occurrence so instances per 
person were not calculated. Altogether 446 whole-word repetitions were 
analysed. The number of occurrences of whole-word repetitions depending on 
age and speech task is shown in Table 2. 

Table 2. Number of occurrence of whole-word repetitions 
depending on age and speech task 

 Spontaneous narratives Narrative recalls 
9-year-olds 032 017 
13-year-olds  021 015 
20-30-year-olds  160 057 
75+-year-olds  094 050 
All 307 139 

The annotations and measurements (duration of the components of repeti-
tions) were carried out by Praat (Figure 1). The first and second instances of the 
repeated word and the pauses between them were measured. We analysed the 
ratio of the second (R2) and the first (R1) instance of the repeated word and the 
pauses between and after them. This was needed because differently from 
Plauché and Shriberg (1999), in this analysis every disfluently repeated word 
was examined. This means that not only én ‘I’ and the definite article a, az ‘the’ 
were analysed, but also other disfluently repeated function words (e.g. 
conjunctions) or content words. The difficulty was caused by the fact that 
participants did not repeat the same words in each age group and in both speech 
tasks. So the comparison of the raw duration of R1 and R2 was not possible. In 
addition, this method (comparing the ratio of R2 and R1) also allowed us to 
eliminate the influence of the differences in articulation rate. 

Pauses before the first instance and after the second instance of the repeated 
words were not measured, but their occurrences were considered for the 
examination of functions. Functions were determined on the basis of the 
durational patterns of R1 and R2, and the occurrence of pauses. The 
categorization was supported also by the perceived intonation (falling or rising) 
and voicing features (glottalized or not) (based on Plauché & Shriberg, 1999; see 
Table 1). According to the above types, the analysed whole-word repetitions 
were categorized in four groups: (i) canonical repetitions, (ii) covert self-repairs, 
(iii) stalling repetitions, (iv) other (the cases which could not be categorized in 
the main types). The group of multiple repetitions which contains cases where 
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the first instance of the word is repeated more than once was not analysed. Types 
of the repeated words (content word or function word) were also determined. 
The measurements and classifications were carried out by the two authors 
independently. After that, 10% of the data was reanalysed by the other author. 
The results of the two analyses were similar in 100% of the cases. 

Statistical analysis (Wilcoxon Signed Ranks Test, Mann–Whitney-test, 
repeated measures ANOVA) was carried out by SPSS on 95% confidence level. 

 
Figure 1. 

Example for the annotation by Praat (SIL = silent pause) 

3 Results 

First, types of the repeated words were determined (Figure 2). In each age group, 
function words were repeated in a higher ratio than content words were. 
However, the ratio of repeated content words was much higher in 9-year-olds 
and 13-year-olds than in 20-30- and 75+-year-olds. In addition, 75+-year-olds 
produced twice as high a ratio of repetitions of content words than 20-30-year 
olds. In addition to age, speech tasks also influenced the ratio of the repetitions 
of content words. Their ratio was higher in spontaneous speech in all four age 
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groups. The biggest difference between the two speech tasks appeared in 9-year-
olds: the appearance of repeated content words was 28.1% in spontaneous 
speech and 17.6% in narrative recall. The smallest difference between the two 
speech tasks appeared in young adults: it was only 0.25 percentage points. The 
ratio of repeated content words in the case of young adults was 3.75% in 
spontaneous speech and 3.5% in narrative recall. 

 
Figure 2. 

The ratio of content words and function words 
(spont. = spontaneous speech, narr. = narrative recall) 

The duration of R1 and R2 was analysed in all repetitions (Table 3). In the 
case of 9-year-olds, there was no significant difference between R1 and R2 in 
spontaneous speech. However, there was significant difference in narrative recall 
[repeated measures ANOVA: F(1, 16) = 15.673, p = 0.001, η2 = 0.495]. In the 
case of 13-year-olds, there were significant differences between the durations of 
R1 and R2 in spontaneous speech [repeated measures ANOVA: F(1, 20) = 
28.755, p < 0.001, η2 = 0.590] and in narrative recall (Wilcoxon Signed Ranks 
Test: Z = −3.294, p = 0.001). In the case of 20-30-year-olds, there were signify-
cant differences between R1 and R2 in spontaneous speech [repeated measures 
ANOVA: F(1, 159) = 91.871, p < 0.001, η2 = 0.366] and in narrative recall 
(Wilcoxon Signed Ranks Test Z = −3.869, p < 0.001). In the case of 75+-year-
olds, there was no significant difference between R1 and R2 in any speech task. 

Table 3. Duration of R1 and R2 depending on age and speech task (ms) 
(Mean ± Standard Deviation) 

 Spontaneous narratives Narrative recalls 
 R1 R2 R1 R2 

9-year-olds 430±199 378±212 582±256 418±189 
13-year-olds 448±179 255±113 600±328 377±202 

20-30-year-olds 344±144 232±109 349±149 268±185 
75+-year-olds 362±237 334±181 265±159 272±200 
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To be able to compare how the duration of R1 and R2 relate to each other 
across age groups and speech tasks, the ratio of R2 and R1 was calculated 
(Figure 3). If the ratio was less than 100%, R1 was longer than R2. If the ratio 
was more than 100%, then R2 was longer than R1. In the case of adolescents and 
young adults, the majority of the values were below 100%. In the case of 
schoolchildren and old speakers, the majority of the values were over 100%. The 
ratio of R2 and R1 was 92±9.1% in schoolchildren’s spontaneous narratives, and 
74±5.2% in their narrative recalls. It was 63±6.5% in adolescents’ spontaneous 
narratives, 67±5.3% in their narrative recalls. 75±3.2% in young adults’ 
spontaneous narratives, 80±6.8% in their narrative recalls. 107±6.3% in the old 
speakers’ spontaneous narratives, 110±7.1% in their narrative recalls. Table 4 
shows the significant differences as results of the statistical analysis. There were 
no significant differences between 20-30-year-olds and 13-year-olds, and 
between 20-30-year-olds and 75+-year-olds, in any speech tasks. 

 
Figure 3. 

Ratio of the durations of R2 and R1 
(R2 = duration of the second instance of the repeated word, R1 = duration of the first 

instance of the repeated word, S = spontaneous speech, R = narrative recall) 

Table 4. Significant differences between the age groups 
in the ratio of R2 and R1 (Results of the Mann–Whitney-test) 

 Spontaneous narratives Narrative recalls 
 Z p Z p 

9- and 13-year-olds −2.237 = 0.025 – – 
9- and 20-30-year-olds −2.805 = 0.005 −2.531 = 0.011 

9- and 75+-year-olds −2.365 = 0.018 −2.662 = 0.008 
13- and 75+-year-olds −3.866 < 0.001 −3.519 < 0.001 
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Editing phases (P2) of all repetitions were also analysed (Figure 4). The 
longest editing phases were produced by 9-year-olds. According to the statistical 
analysis, there were significant differences between 9-year-olds and 20-30-year-
olds (Mann–Whitney-test, spontaneous narratives: Z = −2.805, p = 0.005; 
narrative recalls: Z = −2.531, p = 0.011) and between 9-year-olds and 75+-year-
olds (Mann–Whitney-test, spontaneous narratives: Z = −2.365, p = 0.018; 
narrative recalls: Z = −2.662, p = 0.008) in the duration of editing phases in the 
two speech tasks. There was no significant difference between the two speech 
tasks in any of the age groups. 

The majority of editing phases was realized as silent pause in each age group 
and in both speech tasks. In 20-30-year-olds and 75+-year-olds, the ratio of 
silent editing phases was higher than in the other two age groups (Figure 5). 

 
Figure 4. 

Duration of editing phases of every repetition 
(S = spontaneous speech, R = narrative recall) 

The functions of repetitions were also analysed (Figure 6). Schoolchildren and 
adolescents produced canonical repetitions in higher ratio than the other two age 
groups. In the old speakers’ speech, stalling repetitions and “other types” 
occurred in a much higher ratio than in the other groups. Covert self-repairs 
occurred in the highest ratio in 20-30-year-olds’ spontaneous narratives. In the 
comparison of speech tasks, the ratio of canonical repetitions was higher, and the 
ratio of covert self-repairs was lower in narrative recall than in spontaneous 
narrative, in each age group. 
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Figure 5. 

Types of editing phases (P2) 
(S = spontaneous speech, R = narrative recall) 

 
Figure 6. 

Functions of repetitions 
(S = spontaneous speech, R = narrative recall) 

The ratio of R2 and R1 and editing phases (P2) depending on types of 
functions of repetitions were also analysed. According to the statistical analysis, 
in cases of covert self-monitoring, there were no significant differences in the 
ratio of R2 and R1 between any age groups and any speech tasks (in this case, 
the editing phase was always 0 ms). 
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Results of canonical repetitions are shown in Table 5. According to the 
statistical analysis, in spontaneous narratives, there was significant difference in 
the ratio of R2 and R1 between 20-30-year-olds and 75+-year-olds 
(UniANOVA: F(3, 134) = 4.268, p = 0.007; η2 = 0.087; Tukey’s post hoc test: 
p = 0.003). In narrative recalls, there was a significant difference also between 
20-30-year-olds and 75+-year-olds in the ratio of R2 and R1 (UniANOVA: 
F(3, 71) = 5.329, p = 0.002, η2 = 0.186; Tukey’s post hoc test: p = 0.006). There 
were no significant differences between the two speech tasks. 

Table 5. Ratio of R2 and R1 and duration of editing phases 
of canonical repetitions (mean±SD) 

 Ratio of R2 and R1 (%) Duration of editing phases (ms) 

 
Spontaneous 

narratives 

Narrative 

recalls 

Spontaneous 

narratives 

Narrative 

recalls 

9-year-olds 58±8.6 70±4.7 1421±313 1191±489 
13-year-olds 53±6.4 68±7.2 630±148 0318±114 

20-30-year-olds 53±2.1 50±3.6 636±60 0730±177 
75+-year-olds 69±4.2 72±6.3 607±158 0758±141 

As regards editing phases, in spontaneous narratives, there were significant 
differences between 9-year-olds and 13-year-olds (Mann–Whitney-test: 
Z = −2.326, p = 0.020), 9-year-olds and 20-year-olds (Z = −3.041, p = 0.002), 
and 9-year-olds and 75+-year-olds (Z = −3.226, p = 0.001). In editing phases, in 
narrative recall, there were significant differences between 13-year-olds and 9-
year-olds (Mann–Whitney-test: Z = −2.231, p = 0.026), and 13-year-olds and 
75+-year-olds (Z = −2.247, p = 0.025). There was no significant difference 
between the two speech tasks. 

In case of stalling repetitions, in 9-year-olds and 13-year-olds there were so 
few data available that these two age groups could not be included in the 
statistical analysis. There was a significant difference between 20-30-year-olds 
and 75+-year-olds only in the ratio of R2 and R1, and only in spontaneous 
narratives (Z = −2.164, p = 0.030). In editing phases, and between the two 
speech tasks, there were no significant differences in any age groups. 

4 Discussion and conclusion 

In this paper durational patterns and functions of disfluent whole-word 
repetitions were analysed in four age groups and in two speech tasks. Results 
show that children, adolescents and old speakers repeat content words in much 
higher ratios than young adults do. This might mean that the former have more 
serious word retrieval or speech-planning and monitoring problems than the 
latter. This assumption is supported by the fact that in narrative recall, the ratio 
of repetitions of content words was reduced. Namely, in the case of narrative 
recall, it is not the speaker who has to select the appropriate word from their 
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vocabulary, since they already heard the words and grammatical forms of the 
story before they were asked to retell it. 

As regards durational patterns of all repetitions, there were significant 
differences between the age groups, but not between the speech tasks. In editing 
phases, there were significant differences between 9-year-olds and the two adult 
groups. It seems as if adolescents formed a transition between schoolchildren 
and adults in this respect. Editing phases were significantly longer in 9-year-olds 
than in adults. On the one hand, they might have needed more time for solving 
the planning difficulties. On the other hand, they might not have felt the need to 
fill the gap as soon as possible with pronouncing the second instance of the 
repeated word (R2) during solving the speech-planning difficulties. In the ratio 
of the duration of R2 and R1, there were significant differences between 9-year-
olds and the other three age groups, and between adolescents and old speakers. 
The smallest ratio of the duration of R2 and R1 was in adolescents in both 
speech tasks. This means that they pronounced R2 much shorter compared to R1 
than the other groups. The ratio of the duration of R2 and R1 was over 100% in 
the case of old speakers. This means that they pronounced R2 longer than R1. 

These durational patterns show the differences between the groups in the 
distribution of functions of whole-word repetitions. In spontaneous narratives, 
the ratio of canonical repetitions was higher in 13- and 20-30-year-olds, and the 
ratio of stalling repetitions was higher in 9- and 75+-year-olds. This shows 
bigger speech-planning difficulties in the latter groups. In the comparison of 
speech tasks, it seems that in narrative recall, repetitions in the function of covert 
self-repair occurred rarely in each age group. In narrative recall, the ratio of 
stalling repetitions rose in 20-30- and 75+-year-olds. This means that they have 
more speech-planning problems in this speech task or they realize them later 
because it was necessary for them to remember the story. The rise of the ratio of 
canonical repetitions in 9- and 13-year-olds might be caused by the decrease of 
the ratio of covert self-repair in narrative recall. 

In the comparison of the durational patterns depending on functions, the 
results were similar to the comparison of the durational patterns of all 
repetitions. In case of canonical repetitions, 9-year-olds’ data were the most 
divergent from the other age groups. Covert self-repair was similar in each age 
group. In case of stalling repetitions, only the two adult groups were comparable 
and they were mostly similar. There were no significant differences between the 
speech tasks in the durational patterns in any of the three functions. 

Results show that the first hypothesis was confirmed: there are differences in 
the durational patterns (duration of the repeated words and pauses) and functions 
between the age groups in both speech tasks. The second hypothesis was not 
confirmed: there was no significant difference between the speech tasks in any 
age group. The speech task can influence the ratio of the different functions of 
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disfluent word-repetitions, but the ratio of the repeated words and the duration of 
editing phases were similar in both speech tasks. 

The differences between age groups in the distribution of functions of whole-
word repetitions indicate that in different age groups not only the frequency of 
disfluencies, but also their functions may indicate different speech planning 
strategies and difficulties. It would be worth examining the functions (not only 
the frequency) of certain other types of disfluency, too. 
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Abstract 
Speaker age estimation is one of the most commonly researched fields in 
the domain of social perception based on voice. Previous findings confirm 
a strong correlation between the estimated and calendar age of speakers, 
however, younger adult speakers are usually perceived to be older, while 
older speakers are thought to be younger than their actual age. Effects of 
listener factors, such as age and gender have also been researched. The 
purpose of the present study is to examine if a more sophisticated auditory 
mechanism, which can be attributed to music training, results in more 
accuracy in speaker age estimation. The present research found correlation 
coefficients between calendar ages and mean estimated ages comparable 
to those reported in the literature, and musicianship and listener gender 
were not proven to have a significant effect on age estimations. Linear 
mixed models, implemented on three age groups, revealed some marginal 
differences between musicians and non-musicians, implying musicians’ 
more accurate age estimations in some cases. 

Keywords: speaker age estimation, social perception, musicianship 

1 Introduction 

1.1 Social perception 

When we hear another person speaking, it is not only the linguistic message that 
we decode from the acoustic structures of speech. As Krauss (2002) says, in 
addition to what is said, human voice conveys considerable information about 
the speaker, and listeners use this information in human interaction. Based on 
speech, we infer a variety of speaker traits and make social judgments. These 
judgments are, however, based on vocal stereotypes and may even lead to 
prejudices (Drager, 2010). While a wide range of experiments have been 
conducted to explore humans’ ability to infer different objective traits, such as 
speaker gender (Gelfer & Bennett, 2014), body size parameters (Rendall et al., 
2007; van Dommelen & Moxness, 1995), or age (Moyse et al., 2014), a growing 
body of literature deals with the formation of voice-based impressions and 
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attitudes, including pleasantness (Hughes & Harrisson, 2013), attractiveness 
(Feinberg et al., 2005; Abend et al., 2015), perceived dominance (Puts et al., 
2006; Fraccaro et al., 2013) or competence (Klofstad et al., 2015). Also, the 
perception of accented language or a dialect may evoke certain attributions and 
attitudes towards the speaker (Rubin et al., 1991, Cargile & Giles, 1997, Cross et 
al., 2001). Such impressions and attitudes may serve as bases for further 
decisions and actions; for example, voting behavior (Klofstad et al., 2015; Tigue 
et al., 2012) or mate choice (Collins, 2000; Shoup-Knox & Pipitone, 2015) may 
be influenced. 

Little is known, however, about whether the perceptual behavior of individu-
als with different characteristics, such as age, gender, or any other factor, differs 
in their judgments. The results obtained so far seem to be equivocal. For exam-
ple, Rendall et al. (2007) found no significant differences between male and 
female listeners’ speaker size judgments; however, in an experiment by Charlton 
et al. (2013), men were better at classifying the apparent size of stimuli than 
female participants. In a similar experiment, Pisanski et al. (2016) did not find 
significant differences between sighted and congenitally blind subjects, and 
those who lost their sight later in life; and they did not find gender differences, 
either. 

One factor that may differentiate listeners in their judgments is the difference 
in their auditory skills. In the context outlined above, the main purpose of this 
work is to examine if individuals with musical training are more accurate in one 
area of voice-based social perception, i.e., age estimation. In this work, those 
individuals are defined to have “better skills” and be “more accurate” whose age 
judgments are closer to the calendar age of the speakers. As discussed later in 
detail, several authors pointed out that classical musical training enhances 
auditory processing skills in many ways. Does this lead to more accurate age 
judgments? If results support this, one can infer that voice-based social 
perception in musicians is based on more reliable foundations than in non-
musicians, which may possibly influence decisions in social interactions. 

1.2 Speaker age estimation 

Humans are in general able to judge the age of the speaker, purely based on the 
voice, although certain inaccuracies exist. Among the first researchers, 
psychologists Allport and Cantril (1934) published results of age estimation. 
They found that estimates were centered around a median of 35-40 years of age, 
however, they only used three speakers (actual ages: 27, 36, 51 years). More 
advanced methodology with a larger sample of speakers was used by Shipp and 
Hollien (1969). Their results suggested that strong correlation exists between the 
actual and the perceived ages (r = 0.88). However, strong correlation does not 
imply accurate judgments. While listeners tended to underestimate older 
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speakers’ age, they overestimated young adults’ age (Huntley et al., 1987). Both 
the strong correlation between actual and estimated age and tendencies of 
underestimation and overestimation have been confirmed by many other 
researchers. For example, high degree of correlation between actual and 
estimated ages was found by Winkler et al. (2003) (r = 0.864 for spontaneous 
speech and 0.862 for reading), Cerrato et al. (2000), who used telephonic voices 
(r = 0.77), or Stölten and Engstrand (2002), who found r = 0.92 when their 
younger and the older speakers’ groups were collapsed. 

In speaker age estimation, two main approaches exist. Cross-sectional experi-
ments use different speakers from a selected period, most commonly, recordings 
from speakers of the time when the research is carried out. In longitudinal 
settings, researchers use speech samples of the same persons recorded at differ-
ent time points. 

In a cross-sectional experiment, Hughes and Rhodes (2010) examined more 
closely how accurately the age of speakers belonging to different age groups can 
be judged. They found that raters were fairly accurate when determining the age 
of children and adolescents. A slight overestimation of speaker age was found 
with young male speakers, while the underestimation of the female speakers’ 
age was more prominent for speakers in the age group of 23-34. The degree of 
underestimation, however, was higher for the male speakers in age groups 35-45 
and 46-55. Finally, the age of speakers over 56 years of age was also 
underestimated but no significant difference between male and female speakers 
was found. Sandman et al. (2014) also reported a “tendency for estimates to 
gravitate to middle age”, implying correct estimates for middle-aged speakers, 
while more prominent differences were found between the estimated and real 
ages for younger or older speakers. 

A longitudinal experiment was carried out by Reubold et al. (2010). Two 
recordings from Queen Elizabeth II and three from broadcaster Alistair Cooke 
were used as stimuli. Listeners were accurate in identifying the Queen’s age as 
younger when listening to a 1972 recording, while they were right to identify her 
as older when hearing a 1983 recording. Cooke was identified younger on a 
1947 recording than on the 1970 recording; however, no significant differences 
between the 1970 and 1990 recordings were found. It was also found that the 
manipulation of f0, while other parameters remained constant, resulted in an 
unequivocal effect on perceptual age, while shifting F1, while keeping f0 
constant, provided mixed results. In another longitudinal study, 60 samples were 
extracted from public addresses by a male speaker over 48 years (aged 48-97). 
When the speaker was between 49 and 68 years old, he was estimated to be 
between 58 and 68, overestimating his age by 6 years on average. When the 
talker reached age 68, the estimates were in line with his calendar age; however, 
about 5 years of underestimation on average occurred (Hunter & Ferguson, 2017). 
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Concerning potential effects of listener factors, fewer results are available. 
Eppley and Mueller (2001) found that both the young and the old listener group 
underestimated the age of their elderly speakers; however, the older listeners’ 
estimations were, on the average, some four years closer to the actual age of the 
speakers than those made by the younger group but the difference was not 
significant. These background factors were summarized by Moyse (2014), who 
concluded that younger listeners are more accurate than older ones, irrespective 
of the age of stimuli, and the age of female voices is more accurately estimated 
than that of male speakers. 

Since the present study is carried out with Hungarian subjects, it is important 
to briefly review available literature. Previous findings with Hungarian speakers 
and listeners are in harmony with international results. A strong correlation 
between the real and estimated age (Gocsál, 1998; Bóna, 2013), inaccuracies of 
judgments, including overestimation or underestimation, have been documented 
in a variety of experimental settings (Gósy, 2001; Tatár, 2013; Tóth, 2014; 
Krepsz & Gósy, 2016; Gocsál, 2017). 

1.3 Auditory perceptual skills of musicians 

In the literature of speaker age estimation, listener factors such as age and 
gender have been considered so far. Little is known about other factors that may 
differentiate age judgments. One possible factor of this kind, which may play a 
role here, is the “quality” of the auditory processing mechanism of the listeners. 
How do listeners with more sophisticated auditory skills perceive extralinguistic 
contents of speech? Are they better at age estimation? One specific group of 
people in which auditory processing skills are expected to be better than those of 
others is musicians. For assessing potential differences in the auditory 
mechanisms of musicians and non-musicians, a large part of research uses non-
linguistic acoustic stimuli. In most of the cases, musicians do demonstrate more 
sophisticated skills, i.e., they are more sensitive to smaller differences in the 
acoustic sign. For example, musicians are better at identifying changes of 
frequency of pure tones both in silent and noisy conditions (Liang et al., 2016). 
Further experimental evidence for enhanced performance on frequency 
discrimination (Micheyl et al., 2006; Eadie et al., 2010; Madikal Vasuki et al., 
2016; Meha-Bettison et al., 2018), better auditory temporal-interval discrimina-
tion (Banai et al., 2012), or both (Boebinger et at,. 2015). Also, better pitch 
contour identification was found in musicians; however, training with pitch 
discrimination exercises results in the improvement of both musicians’ and non-
musicians’ performance (Micheyl et al., 2006; Wayland et al., 2010). 

In some cases, no such differences were found. For example, in tonal 
processing, sense of completion of a melody was rated similarly by musicians 
and non-musicians, even though neural responses were different. This suggests 
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that there may be specific mechanisms available for non-musicians, compen-
sating for their lack of musical training (Amemiya et al., 2014). 

Plasticity of the auditory cortex was also found to be induced by musical 
training, and Pantev and Herholz (2011) suggested that making music may even 
contribute to a more effective recovery from impaired auditory or motor skills 
caused by lesions. Musical training may also mitigate changes in auditory 
perception commonly occurring in aging adults (Alain et al., 2013). 

Discrimination of pure tones does not necessarily explain better performance 
(Eadie et al., 2008), spectrally more complex stimuli may help determine the 
underlying differences. It is therefore of particular interest to examine language 
related perceptual skills. In this context, effects of music training were studied 
by Flaugnacco et al. (2015). Their findings suggest that music training boosts 
phonological awareness, rhythmic abilities and reading skills, even when these 
skills are impaired. Speech segmentation skills are also improved by music 
training, which may contribute to children’s language development (François et 
al., 2013). Musicians are also more sensitive to subtle pitch changes, both in 
non-linguistic tones and spoken sentences (Deguchi et al., 2012). Kühnis et al. 
(2013) used spectrally and temporally manipulated CV syllables, and musicians 
demonstrated an increased responsiveness to the acoustic stimuli. Alexander et 
al. (2005) found that English-speaking musicians performed significantly better 
at identifying and discriminating Chinese lexical tones than English-speaking 
non-musicians. 

Musicianship seems also to be an advantage when one perceives speech in 
noise. Better perceptual abilities of musicians were demonstrated by Parbery-
Clark et al. (2009, 2011). Positive effects of music training on speech in noise 
perception were also demonstrated in children by a longitudinal research (Stater 
et al., 2015). A review paper by Coffey et al. (2017) compared research results 
obtained over a wide range of conditions and confirmed musicians’ advantage in 
speech-in-noise perception. However, some results do not support this 
conclusion: for example, those found by Boebinger et al. (2015) who concluded 
that it was nonverbal IQ rather than musical training that predicted speech 
perception thresholds in noise. A more realistic version of this type of 
experiment uses the multi-talker masking approach where the masking noise 
simulates a “cocktail-party” environment (Swaminathan et al., 2015). Musicians 
outperformed non-musicians when the maskers were spatially separated from the 
target voice, but no significant differences were found when the masking voices 
and the target voices were collocated. 

In another experiment by Sadakata and Sekiyama (2011), musicians were also 
better at discriminating and identifying morphed speech sounds, that is, they 
were more sensitive to subtle temporal and timbre differences of speech sounds 
when they heard minimal pairs of words, one of them unaltered, while the other 
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chosen from a series of slightly morphed versions of the words. Deme’s (2017) 
results, however, suggest that professional singers do not enjoy a perceptual 
advantage in the identification of high-pitched, sung vowels over naïve listeners. 

Concerning speech and music perception, only few comparative studies have 
been published. Chartrand and Belin (2006) found that in discriminating 
instrumental sounds and human voice samples with different timbres, musicians 
outperformed non-musicians. Musicians used more response time though, which 
was most likely due to a deeper level processing of the sounds. Another question 
related to the link between musicianship and speech perception addresses the 
issue of disorders related to music perception. An experiment by Liu et al. 
(2015) demonstrated that individuals who suffer from congenital amusia, i.e. are 
unable to discriminate pitch levels of a melody from birth, also experience 
difficulties in speech comprehension. Their results also revealed that amusia is 
not limited only to pitch processing. Amusic subjects achieved lower scores in 
perceiving flat f0 sentences, which implies that their deficits in speech 
perception go beyond pitch processing. These results are worth noting because 
they contradict statements that amusic individuals have a normal understanding 
of speech (Peretz & Vuvan, 2017). A wide range of other research related to 
differences in musicians’ auditory skills is available in the literature. For 
example, when evaluating dysphonic voices, musicians demonstrated 
significantly more agreement in judging the breathiness in dysphonic speakers 
than non-musicians (Eadie et al., 2008). 

The question whether auditory processing mechanisms for voice and music 
are separate or are at least in part overlapping has been discussed by several 
researchers. Chartrand and Belin (2006) proposed that voice timbre and 
instrument timbre discrimination involve similar mechanisms. If music related 
perceptual mechanisms were completely independent from voice related 
mechanisms, experiments would only demonstrate musicians’ advantage of 
discriminating instrument timbres, but not vocal timbres. However, their results 
showed that musicians outperformed non-musicians both in voice and 
instrument timbre discrimination tasks as well, thus, overlapping perceptual 
mechanisms were suggested. Hausen et al. (2013) found that music and speech 
perception is shared by the perception of rhythm and pitch. Strait and Kraus 
(2011) mentioned several specific common mechanisms such as auditory 
attention, working memory, neural function in challenging listening 
environments, sequential sound processing, and sensitivity to temporal and 
spectral aspects of sound. Perhaps the most comprehensive model that connects 
the perception of speech and music is proposed by Patel (2014). His expanded 
OPERA hypothesis (O = overlap between neural networks processing speech 
and music, P = higher precision of processing is demanded when music is heard, 
E = emotion, R = repetition of musical activities, A = focused attention 
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demanded by music), proposes that when music and speech share auditory 
perceptual mechanisms, and music places higher demands on those auditory 
mechanisms than speech does, speech processing may be enhanced in musicians 
(Patel, 2014). One possible explanation is that musical training improves the 
generic constitutional properties of the auditory system (Kühnis et al., 2013). 

In the context of the present research, perception of non-linguistic contents of 
speech is in focus. One direction of this kind of research is related to the 
perception of emotions. More intense patterns of emotional activation were 
observed in musicians than in non-musicians when they were listening to 
classical music (Mikutta et al., 2014), and out of the different types of emotive 
stimuli, negative emotions expressed in music are more arousing for musicians 
while responses to happiness in music evoke no specific activations (Park et al., 
2014). It is therefore an interesting question to examine how musicians perceive 
emotions from speech. Results suggest that musicians have better skills in 
identifying the emotions conveyed by tone sentences mimicking the prosody of 
spoken sentences. Also, musically trained adults were better at identifying 
spoken utterances that were emotionally neutral (Thompson et al., 2004). In an 
experiment by Pinheiro et al. (2015), musicians were more accurate in 
recognizing angry prosody from sentences, and, their general conclusion was 
that extensive musical training may impact different stages of vocal emotional 
processing. 

1.4 Research questions 

It has been demonstrated that humans are capable of estimating the speaker’s 
age, based on the speaker’s voice, although certain inaccuracies occur in 
estimations. Previous studies have found that speech rate, and in certain cases, 
speaking fundamental frequency are key properties of speech that listeners use 
(Reubold et al., 2010; Stölten & Engstrand, 2003; Winkler, 2007; Skoog Waller 
et al., 2012) in age judgments. If musicians’ auditory skills are more sensitive to 
temporal and frequency differences (Tervianemi et al., 2005; Elmer et al., 2012), 
it seems reasonable to raise the question if musicians’ age judgments are closer 
to the speakers’ calendar age than those of non-musicians. In particular, the 
research questions are as follows: (1) Do musicians’ and non-musicians’ age 
estimations correlate with the speakers’ calendar age? (2) Do musicians’ age 
estimations differ from those of non-musicians in different age groups of 
speakers? (3) Do differences in male and female listeners exist? Since we 
assume that musicians have more sophisticated auditory mechanisms, therefore 
it is hypothesized that (1) musician listeners’ age estimations correlate stronger 
with the speakers’ calendar ages than non-musicians’ estimations and (2) in each 
of three different age groups of speakers, musicians’ age estimations are more 



192 Gocsál, Á. 

accurate than those of non-musicians, and (3) we expect no differences between 
male and female listeners’ age estimations. 

2 Methods 

2.1 Acoustic stimuli 

24 male speakers (age range: 20-72 years) were selected from the BEA sponta-
neous speech database (Gósy et al., 2012) in a way that their ages were 
approximately evenly distributed over the age range of the whole sample, resul-
ting a mean difference of 2.16 years (range: 0-4 years) between two adjacent 
speakers. The speakers were nonsmokers and had either BSc or higher degrees 
or were students. Of the recordings, samples of approx. 20-30 seconds were 
chosen from the “interview” or “argument” task of the BEA recording protocol. 
The chosen speech samples were from longer monologues in which the speakers 
were talking about general themes, e.g. their job, local transportation, hobbies 
etc. in an emotionally neutral way. The speech samples included no textual 
information that the listeners may have used for inferring the speakers’ age. 

2.2 Listeners 

Listeners were students of the University of Pécs (n = 85, age range: 19-37, 
median: 22), without any prior training in phonetics. There were 42 listeners 
who study music (instrumental players of classical music, with at least 8 years of 
music education), and 43 students of other fields (sociology, fine arts, media), 
who cannot play an instrument and never received any kind of music training, 
apart from the compulsory singing classes at school. There were some non-
musician participants who had received some music training, but they were 
excluded from the study. Table 1 shows the gender distribution of musician and 
non-musician participants. No participant reported any kind of hearing 
impairment, complaints or previous medical treatment that may have influenced 
their auditory processes. 

Table 1. Participants of the study 

 musicians non-musicians 
males 14 14 

females 28 29 

2.4 Procedure 

The listening tasks took place in a silent seminar room of the Zsolnay campus of 
the University of Pécs, through good quality multimedia speakers, in groups of 
5-10. Listeners were instructed to estimate the speaker’s age in years and to 
write down their estimations on an answer sheet. Prior to the experiment, 
listeners were familiarized with the task by playing three sound samples to them. 
At the same time, the experimenter tested if all the listeners can clearly hear the 
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sound samples in the seminar room. Each of the sound samples was introduced 
by a 1 second 440 Hz beeping sound and a 2 second silent pauses. Each sound 
sample was played once. A sound sample was only played when all the subjects 
were ready with writing down their estimations for the previous sample. The 
speech samples were played in the same, randomized order in each group. Once 
the data were obtained, Pearson’s correlation coefficients were calculated and 
linear mixed models were fitted using the SPSS 23.0 software. 

3 Results 

3.1 Correlations between mean estimated age and real age 

To establish possible similarities with previous findings, mean values of the age 
estimations were calculated for each speaker, and Pearson’s correlation coeffi-
cients between the mean estimated ages and calendar ages were calculated. 
Figure 1 shows the scatterplot of the estimated mean ages against calendar ages 
with all listener groups collapsed. Pearson’s correlation coefficient indicates 
strong correlation (r = 0.806, p < 0.001). A strong correlation, however, does not 
necessarily suggest accurate judgments. The deviation of the regression line 
(dashed line) from the y = x line (solid line) suggests a tendency for younger 
speakers to be perceived older, while older speakers are believed to be younger 
than their actual age. The intersection of the two lines suggests accurate age 
estimations for speakers between 35 and 40 years of age. 

 
Figure 1. 

Scatterplot of mean estimated age and calendar age, 
all listener groups collapsed 
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Figure 2 shows musician participants’ mean age estimations against the 
calendar age of the speakers. For both musician males and females, correlation 
coefficient is comparable or identical with what was found with the overall 
group (r = 0.803 in males and r = 0.806 in females, p < 0.001 in both cases). The 
regression lines predict virtually identical age estimations in younger speakers, 
while female listeners’ age estimations are predicted to be slightly closer to the 
real age of the older speakers. 

Figure 3 illustrates non-musician participants’ mean age estimations against 
the calendar age of the speakers. 

Again, significant correlation coefficients are found (non-musician males: 
r = 0.839, non-musician females: r = 0.777, p < 0.001), which is slightly 
stronger in males and slightly weaker in females than what was found with the 
musicians’ group. The two regression lines are almost identical. 

 
Figure 2. 

Scatterplot of mean estimated age and calendar age, musician listeners 

Next, to explore whether listener gender and musicianship significantly 
influence age estimations, a linear mixed model was fitted with estimated age as 
dependent variable, calendar age as covariate and listener gender and 
musicianship as fixed factors. For this analysis, all data were used rather than 
mean values of age estimations. The obtained F-values were as follows: F(1, 
70.591) = 0.988, p = 0.324 for listener gender, F(1, 70.591) = 0.562, p = 0.456 
for musicianship and F(1, 70.591) = 0.202, p = 0.654. These values suggest that 
neither the individual fixed factors, nor their interaction is significant. In sum, 
although minor differences were observed between the listener groups when 
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Pearson’s correlation coefficients were used, a deeper analysis, including all data 
rather than mean values, revealed no effect of listener gender and musicianship. 

 
Figure 3. 

Scatterplot of mean estimated age and calendar age, non-musician listeners 

3.2 Accuracy of age estimations in different speaker age groups 

To determine the nature of accuracy of speaker age estimations, linear mixed 
models were implemented again in a different way. First, for each speaker, 
differences between the estimated and the calendar ages were calculated, and the 
difference values were z-standardized. Of the resulting 2040 values (85 listeners 
x 24 speakers) seven (0.3%) were excluded because of the z-score being over 3 
or below –3. Figure 4 demonstrates the related boxplots for all speakers. 

Although a visual inspection of the boxplots would suggest a slight difference 
in the mean values, calculations do not confirm a significant difference. Several 
covariate structures were tested for repeated effects, but none resulted in 
significant fixed effects. The lowest AIC value was obtained with the covariate 
structure “scaled identity”. The resulting F-values are as follows: F(1, 81.058) = 
0.089, p = 0.766 for the intercept, F(1, 81.058) = 1.128, p = 0.291 for the gender 
of the listener, F(1, 81.058) = 0.341, p = 0.570 for musicianship, and 
F(1, 81.058) = 1.126, p = 0.292 for the interaction of gender and musicianship. 
These results suggest that there is no significant tendency of underestimation or 
overestimation of age between the listener groups, i.e., it cannot be stated that 
when all speakers are collapsed into a single group, age estimations of musicians 
and non-musicians, males and females significantly differ. 
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Figure 4. 

Boxplot of z-scores of age estimations for all speakers 

It should, however, be noted that the above calculation does not rule out 
possible differences in different age groups. For a further analysis, three groups 
were made of the speakers and the same calculations were repeated separately 
with the groups. The young speakers’ group included speakers where overesti-
mation of age was most likely. The middle-aged speakers’ group, accurate 
estimations were expected, and, in the older speakers’ group, underestimation of 
age was most likely. Again, in each group, z-scores over 3 or below –3 were 
excluded. First, age estimations for 5 speakers, between 22 and 30, were 
analyzed. Figure 5 shows the results. 

Again, a visual inspection of the boxplots shows lower z-scores for the male 
musicians. Since the age of the younger speakers was in general overestimated, 
lower z values imply smaller differences between the estimated age and the 
calendar age, i.e. better age estimations. In the linear mixed model, different 
covariate structures resulted in very similar outcomes. Applying the covariate 
structure “scaled identity”, the following F-values were obtained: F(1, 85.339) = 
0.119, p = 0.731 for the intercept, F(1, 85.339) = 0.232, p = 0.631 for the gender 
of the listener, F(1, 85.339) = 3.411, p = 0.068 for musicianship, and 
F(1, 85.339) = 0.000, p = 1.000 for the interaction of gender and musicianship. 
These findings suggest a marginal but not significant main effect of 
musicianship, i.e., the lower z-scores of musician males suggest slightly more 
accurate estimations than those of the other groups, while non-musician females 
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seem to have been less accurate than the others. But, again, this difference is not 
significant. 

 
Figure 5. 

Boxplot of z-scores of age estimations for young speakers 

Finally, the calculations were carried out with the older speakers’ group (10 
speakers, ages between 53-72 years). In this case, one listener group, musician 
females, seems to be prominent, as Figure 7 shows. 

The second group consisted of 9 speakers between 32 and 50 years of age. 
Figure 6 shows slight differences between the boxplots; however, the differences 
are not significant. Again, different covariate structures result in substantially the 
same outcomes. The results, i.e., F(1, 84.804) = 0.036, p = 0.850 for the 
intercept, F(1, 84.804) = 0.510, p = 0.477 for the gender of the listener, 
F(1, 84.804) = 1.255, p = 0.266 for musicianship, and F(1, 84.804) = 0.130, 
p = 0.723 for the interaction of gender and musicianship, demonstrate not even a 
marginal effect of any of the factors. 

Again, several covariate structures were tested but substantially the same 
results were obtained. With the “scaled identity” covariate structure, intercept 
(F(1, 85.073) = 0.057, p = 0.812) and musicianship (F(1, 85.073) = 0.709, p = 
0.402) were not significant fixed factors, neither was gender (F(1, 85.073) = 
1.349, p = 0.249) or the gender × musicianship interaction (F(1, 85.073) = 3.047, 
p = 0.085). Removal of intercept did not improve the effect of the gender × 
musicianship interaction. This marginal but not significant interaction suggests 
somewhat better age estimations of female musicians (see Figure 7). In this case, 
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higher z-values imply better age estimations since higher estimated ages were 
closer to the calendar age. 

 
Figure 6. 

Boxplot of z-scores of age estimations for middle-aged speakers 

 
Figure 7. 

Boxplot of z-scores of age estimations for older speakers 
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4 General discussion 

The main purpose of the present paper was to reveal if musicians are more 
accurate in speaker age estimation than non-musicians. Our first hypothesis was 
not confirmed. Pearson correlation coefficients between mean estimated ages 
and calendar ages (r-values between 0.777 and 0.838) are in line with those 
reported in previous studies (Huntley et al., 1987; Cerrato et al., 2000; Winkler 
et al., 2003), and differ between the listener groups, but a repeated measures 
linear mixed model revealed no significant effect of listener gender and 
musicianship. 

Our second hypothesis was not confirmed either. No statistically significant 
differences were demonstrated by further analyses carried out with different age 
groups. The third hypothesis was confirmed, no significant differences were 
found between male and female listeners’ estimations. However, there was a 
non-significant tendency for male musicians to be more accurate in the age 
estimation of younger speakers, while female musicians were marginally better 
at estimating the age of the older speakers. 

One possible explanation for not finding more prominent differences is that 
differences between the vocal parameters of different aged speakers are large 
enough to be perceived even by listeners with less sophisticated perceptual 
mechanisms. The marginally better performance of male and female musicians 
in the two cases may reflect that they have “more accurate” vocal prototypes, at 
least for those age groups. Krepsz and Gósy (2016) outlined the nature of such 
vocal prototypes, which one builds through experiencing speakers and voices. 
Vocal prototypes then serve as bases for social perception, including age 
estimation. Future research should address this marginal difference. Other 
research has pointed out the role of voice quality in assessing the speaker’s 
dominance or attractiveness (Fraccaro et al., 2013; Puts et al., 2014) so it is 
possible that for male listeners it is important to develop vocal stereotypes so 
that they are more accurate in the perception of peers, while, for female listeners, 
it may be important to develop skills to be more accurate in the perception of 
more mature males. Musical training may be an advantage in the development of 
such vocal stereotypes and skills, but again, since non-significant differences 
were found, further experiments are needed. 

One of the main limitations of the present study is that the role of acoustic 
parameters was not analyzed. Previous studies have demonstrated the role of 
speech rate (Skoog Waller et al., 2015; Gocsál, 2017), fundamental frequency 
and formant structure (Reubold et al., 2010), or a combination of several 
parameters (Winkler, 2007; Harnsberger et al., 2008) in age estimations. Future 
work should also address the question if musicians and non-musicians use 
different strategies in using the acoustic parameters of speech in speaker age 
estimation. Their marginally better estimations in some cases may be attributable 
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to their attention that they pay to subtle details in the acoustic structure of 
speech. However, the effect of those subtle details is not large enough to make 
significantly better estimates. Also, further studies will need to examine why 
female listeners’ estimations covered a larger range than those of males 
(especially with speakers in the middle-aged and older group, see Figures 6 and 
7). It is possible that they are more uncertain in giving estimations on opposite-
sex speakers, but a similar experiment with female speakers would be necessary 
for a comparison. 

In conclusion, it can be stated that this experiment was the first attempt to 
demonstrate potential benefits of musicianship in speaker age estimation, and 
although no prominent differences were found, the marginally better estimations 
of musicians in some cases raise questions that deserve attention in the future. 
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